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“Crowdsourcing” ten years in: A review
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Background First coined by Howe in 2006, the field of crowdsourcing has grown exponentially. Despite its growth and its transcendence across many fields, the definition of crowdsourcing has still not been agreed upon, and examples are poorly indexed in peer-reviewed literature. Many examples of crowdsourcing have not been scaled-up past the pilot phase. In spite of this, crowdsourcing has great potential, especially in global health where resources are lacking. This narrative review seeks to review both indexed and grey crowdsourcing literature broadly in order to explore the current state of the field.

Methods This is a review of reviews of crowdsourcing. Semantic searches were conducted using Google Scholar rather than indexed databases due to poor indexing of the topic. 996 articles were retrieved, of which 69 were initially identified as being reviews or theoretically-based. 21 of these were found to be irrelevant and 48 articles were reviewed.

Results This narrative review focuses on defining crowdsourcing, taxonomies of crowdsourcing, who constitutes the crowd, research that is amenable to crowdsourcing, regulatory and ethical aspects of crowdsourcing and some notable examples of crowdsourcing.

Conclusions Crowdsourcing has the potential to be hugely promising, especially in global health, due to its ability to collect information rapidly, inexpensively and accurately. Rigorous ethical and regulatory controls are needed to ensure data are collected and analysed appropriately and crowdsourcing should be considered complementary to traditional research methods.

“No one knows everything, everyone knows something [and] all knowledge resides in humanity; digitalisation and communication technologies must become central in this coordination of far flung genius” [1]. Although examples of crowdsourcing and “wisdom of the crowds” have been reported hundreds of years ago [2,3], the term “crowdsourcing” was coined in 2006 by Howe in his Wired magazine article [4]. In the article, Howe defines crowdsourcing as “the act of a company or institution taking a function once performed by employees and outsourcing it to an undefined (and generally large) network of people in the form of an open call” [4] and he adds that “crowdsourcing is the mechanism by which talent and knowledge is matched to those in need of it” to the definition in a later article [5]. Since Howe’s article and partially due to the availability of modern technology [6,7], use of crowdsourcing has skyrocketed [8]. Although research in this area has grown exponentially in the last decade, many authors feel that the potential of crowdsourcing is still underutilised and underexploited [5,9–11].
As crowdsourcing requires, depending on the definition, ‘outsourcing’ a task or tasks to a large crowd [12], advances in technology have facilitated the efficiency of this method [2,6,13–15]. Indeed, research that was previously inconceivable due to the scale is now achievable through crowdsourcing [6]. Kamajian states that 35% of smart phone users check their phones prior to getting out of bed and, as of 2013, over 5 billion people worldwide had access to mobile phones [14,16]. Prior to Howe’s Wired article, Louis van Ahn introduced the idea of human computing, where humans are used to solve complex problems that computers are not capable of [17]. While machine learning has made great strides, computers are poor at perception; humans can conceptualise, discriminate and filter, learn, adapt using their background knowledge and apply common sense and experience that machine are unable to do [18]. In addition to humans actively crowdsourcing data, ubiquitous computing, where computers exist through the physical environment, are virtually invisible to the user, and act as passive sensors has great potential for generating large amounts of data [16,18]. Cell phones, for example, can collect photo, video, acoustic, gyroscopic, accelerometric and proximal information and can also be used to add pairing devices to collect additional information, such as pollution sensors [16]. Crowdsourced spatial analysis from GIS data can be very useful, especially for providing resources in emergency situations, for delivering logistics and for efficient targeting of interventions [19].

As individuals are biased towards the correct answer, Buecheler et al. estimate that if a million individuals were to contribute towards answering a problem via crowdsourcing, there would be a 97.7% likelihood that the crowd would arrive at the correct answer [20]. While pilot studies have not reached sample sizes close to that scale, many have had great success in achieving extremely promising results. For example, crowdsourcing has been demonstrated to produce accurate results across a range of medical diagnostic studies, including malaria, grading images for glaucoma and diabetic retinopathy, skin self-examination for skin cancers, and images for cancer polyps [21–26].

Despite the interest in the area of crowdsourcing exploding in the past decade, many authors do not agree on its definition or on what counts as crowdsourcing, with some academics considering Wikipedia a “classic” example of crowdsourcing, for example, while others insist it is not crowdsourcing [12]. Text and data mining is another example that is on the fringe of crowdsourcing’s definition.

In addition to there being many definitions of crowdsourcing, many authors have offered different taxonomies of crowdsourcing, some focusing on types of crowdsourcing while others focus on its production model. Furthermore, there are debates on who participates in crowdsourcing – whether it is laypersons, amateurs, professionals, experts, or a combination.

Although crowdsourcing has existed for decades, it is agreed upon that technology has facilitated its growth. Platforms such as Amazon Mechanical Turk and Crowdflower enable companies to hire workers to perform crowdsourcing exercises for extremely low prices. Other crowdsourcing platforms, such as Innocentive or Crowdmed, offer a competitive winner-takes-all model. Sensors in wearable technology have also facilitated the ability to collect mass amounts of information.

Crowdsourcing can increase the accuracy of computer automated tasks, lower costs, increase the scale of research, transcend boundaries and borders, produce novel discoveries and increase the speed of research progression, among other benefits. However, there are concerns with the generalisability of the samples, as the crowd is self-selected, security and data protection issues of sensitive data, and the possibility of malicious workers. Some studies have added quality protection measures to weed out malicious workers, such as adding cut-offs for scores on previous tasks and screening questions. Additional regulation is needed for ethical issues, such as obtaining informed consent and data use policies.

Crowdsourcing has considerable benefits in research, as it has the potential to substantially lower costs while massively increasing the sample size and researchers can receive the data in real-time [7,16,19,27–29]. Because of these qualities, crowdsourcing has potential to improve global health research. Indeed, crowdsourcing is used frequently to set research priorities in global health, most often in maternal, newborn and child health, due to the popularity of the Child Health and Nutrition Research Initiative’s (CHNRI) method of research priority setting which uses collective opinion to identify and score research priorities against a set list of criteria [30]. The CHNRI method is becoming the most frequently used research priority setting method due to its transparent, systematic nature; it was designed to capitalise on the principles of Surowiecki’s “Wisdom of the Crowd,” which will be described in the further in the paper [31]. Furthermore, research in global health faces an even larger burden than research in high-income countries with regards to funding, logistics, poor existing health care systems, health care workers to collect data, equipment, and patient access to health care, especially in rural or conflict areas [21,32–37]. As access to mobile phones in low- and middle-income countries is still increasing, crowdsourcing may
provide a complementary route of data collection to traditional sources, capitalising on structures and knowledge already in place in the countries [38].

METHODS
As previous authors had reported few search results in indexed journals [10,27,39] and crowdsourcing is a new method, semantic searches in Google Scholar were used to retrieve both peer–reviewed and grey literature published on crowdsourcing. “Crowdsourcing” as well as ‘crowdsourcing’ joint with health terms, such as genetics, diagnosis, epidemiology, surveillance, public health and disease were searched in August, 2015. Crowdsourcing and global health was searched initially, as well, but the results overlapped entirely with crowdsourcing and health and crowdsourcing and public health. The titles of results were scanned until it was clear that results appearing were no longer relevant. Full details of the searches, as well as the number of pages of Google Scholar results scanned, can be found in Box 1. In total, 995 results were identified through the Google Scholar search, which is substantially more than any other reviews have identified. 375 results were discarded as duplicates or irrelevant once abstracts were read.

Results were organised within Endnote into categories, including reviews, theory of crowdsourcing, health, public planning, GPS–related, translation, robotics, visual perception, logistics of crowdsourcing, which was broken down into motivations, quality, reliability, stability, and others. This review reports on the papers reporting on reviews and theory as well as a portion of the health–related papers, as there were 285 health papers and many of their interventions overlapped. Further reviews can be conducted with the results of the search and organised Endnote library, but are outside the scope of the current review.

The reviews and theoretical papers generally covered the varying definitions of crowdsourcing, taxonomies of crowdsourcing, participants, modes of participation, when research is suitable for crowdsourcing, benefits and concerns with crowdsourcing, recommendations for regulation and quality control, including ethical regulations and examples of crowdsourcing.

DISCUSSION
Defining crowdsourcing
The definition of crowdsourcing as well as some ‘traditional’ examples of crowdsourcing, such as Wikipedia, are highly debated; this is likely due to both the relative newness of the term and the flexibility and adaptability of the method [1,5,7,8,10–12,20,40–43]. To further complicate authors’ attempts to define crowdsourcing, there are a variety of related concepts that have been used synonymously, including: citizen science, health 2.0, wisdom of the crowds, peer production, open sourcing, expert sourcing, collective intelligence, human computation, community–based participatory research, participatory epidemiology, outsourcing and open sourcing [1,3,7,12,43]. While some, like expert–sourcing, are easy to understand as crowdsourcing with experts, the differences between crowdsourcing and others are more nuanced.

Three terms, specifically, are used abundantly in literature and often interchangeably with crowdsourcing: health 2.0, wisdom of the crowds, and citizen science. While applications of crowdsourcing are often a combination of these, especially in the field of health, there are important distinctions between them [5,8,11].

Swan (2012) defines citizen science as non–professionals conducting science–related activities [8]. Non–professionals can include scientists of professionals who are conducting activities outside their own fields (so that they are amateurs in that field). All of the examples given by Swan include citizen science at a mass–scale, and thus are all citizen–science activities that are also using crowds [8]. It may be possible to imagine an activity in which citizens are acting as scientists, collecting data or participating in an experiment that is not at a mass scale, however, such as if citizens provide feedback in the design of a study at a small–scale. Therefore, not all citizen science must be crowdsourcing, but much of it will be.

Health 2.0 is defined, also by Swan, as active participation in one’s health care using web 2.0 technologies [8]. This could include using m–Health applications to track diet and exercise, for example. Using these applications itself would not be considered crowdsourcing, as data are not necessarily collected and there is no unified output. However, if data were collected, the act of collecting data from this could be considered crowdsourcing. Thus, health 2.0 technology can contribute towards crowdsourcing but is not necessarily crowdsourcing.
“Wisdom of the crowds” is another related term. This refers to the use of knowledge of a large crowd of people and also requires an intelligent crowd. This also differs, slightly, from the term crowdsourcing, as not all crowdsourcing tasks require knowledge or intelligence. Unlike citizen science and health 2.0, all ‘wisdom of the crowds’ tasks are forms of crowdsourcing, but not all crowdsourcing are necessarily applications of a ‘wisdom of the crowds.’ An example of a task requiring intelligence would be using a crowd to diagnose malaria cells in blood smears. In this, each participant needs to use their knowledge or intelligence to consider which blood smears contain or do not contain malaria parasites. Some, perhaps arguable, examples of crowdsourcing that would not be considered requiring knowledge could be RECAPTCHA, passive surveillance such as environmental surveillance using ubiquitous computing and mobile phones, reporting systems, or text mining. In his book, Surowiecki lists four requirements for an intelligent crowd that are particularly important for crowdsourcing tasks that require knowledge (i.e., are ‘wisdom of the crowds’ tasks). They are: (i) diversity, which adds perspectives that would otherwise be absent; (ii) independence, limiting the influence of one person’s opinions on others; (iii) decentralisation, to develop tacit, specialised knowledge; and (iv) aggregation, to combine the diverse, independent, knowledgeable opinions of the crowd [31].

In addition to these three terms, crowdsourcing is often contrasted to open sourcing or outsourcing. Although some authors believe that crowdsourcing is a special form of outsourcing [3], many authors conclude that the major difference between crowdsourcing and outsourcing is the presence of a contract [10]. In addition, in a crowdsourcing exercise, the organisation or crowdsourcing initiator has the rights to whatever is produced and the crowd is aware of this [10]. Intellectual property rights are also one of the major differences between crowdsourcing and open sourcing or peer–production, along with the hierarchical structure of crowdsourcing [1,10]. In open–sourcing or peer–production, the product that is being worked on is free, will remain free and the crowd that is working on it volunteers their labour to make the free product better. In crowdsourcing, the crowd is volunteering but, if they are contributing to a product, it is unlikely to be available for free [1]. Furthermore, with open–sourced and peer–production models, which are usually software, the software and its code are released and coders work and submit bug fixes as they come up, with no hierarchy. With crowdsourcing, there is a clear call for work.

Crowdsourcing has other key features including a clear, open call for participants and a large crowd. Since there are many different definitions, Estelles–Arolas et al. reviewed definitions of crowdsourcing and developed an integrative definition using Tatarkiewicz’s approach, which is based on developing a global definition of the concept of art. In their review, the authors found 8 key qualities of a crowdsourcing definition, namely: a) who forms the crowd; b) what the crowd has to do; c) how the crowd is reimbursed; d) who initiates the crowdsourcing process; e) what the product of crowdsourcing is; f) what type of process is used; g) what type of call is used; and h) by what medium the call is made [12].

The integrative definition that the authors devise from their review is [12]:

“Crowdsourcing is a type of participative online activity in which an individual, and institution, a non-profit organisation, or company proposes to a group of individuals of varying knowledge, heterogeneity, and number, via a flexible open call, the voluntary undertaking of a task. The undertaking of the task, of variable complexity and modularity, and in which the crowd should participate bringing their work, money, knowledge and/or experience, always entails mutual benefit. The user will receive the satisfaction of a given type of need, be it economic, social recognition, self-esteem, or the development of individual skills, while the crowdsourcer will obtain and utilize to their advantage what the user has brought to the venture, whose form will depend on the type of activity undertaken.”

Although he describes it as a taxonomy rather than a definition, the features of Geiger et al.’s description of crowdsourcing is similar to Estelles–Arolas et al.’s integrative definition. The key features Geiger describes are: (i) pre–selection of contributors (how ‘open’ the call is, but usually the authors state there are no limits); (ii) accessibility of peer contributors (whether they can access each other’s contributions); (iii) aggregation (to what extent the input is used); and (iv) remuneration (fixed, success–based or none) [12,44].

Each feature of Estelles–Arolas et al.’s integrative definition and Geiger et al.’s taxonomy is discussed below.

Estelles–Arolas et al.’s and Geiger et al.’s

Who forms the crowd (corresponds to Geiger et al.’s (i) pre–selection of contributors)
The majority of authors reviewed by Estelles–Arolas et al. did not provide a distinct definition for their crowds, instead describing a crowd as a large group of people or individuals, consumers, or volunteers
In contrast, Brabham specifically examined how authors refer to crowds and found that the majority of articles refer to crowds as being composed of amateurs [7]. However, he argues that ‘amateurism’ in crowdsourcing is a myth, and blames this partially on Howe’s original definition of crowdsourcing. In Brabham’s review, he found that most crowds were comprised of self-selected professionals, such as InnoCentive’s submitters being extremely well-educated, those who submitted advertisements for Doritos’ Super Bowl advertisement contest were mostly film school students and the majority of iStock Photos’ submitters are professional photographers [7]. Is amateurism not being paid or lacking access to tools? Brabham cites Stebbins’ definition of amateurs: ‘amateurs are guided by standards of excellence set by professionals and not necessarily inferior, feel an obligation to their pursuit, restrain professions from over-emphasising technique and from stressing superficialities instead of meaningful or profound work or products’ [7]. He contrasts this definition with a definition of amateurs as “one lacking experience” and further argues that professionalism is a class about status and linked to capitalism. Crowdsourcing, then, represents the ‘race to the bottom’ to allow greater profit margins by falsely positioning who should be described as professionals as amateurs and underpaying them for their work [7].

With regards to the demographics of the crowd, Ranard et al.’s review found that few articles reported on demographics and for those that did, the level of demographics reported varied [27]. However, Khare et al. state that the crowd should be poorly defined and diverse [3]. Brabham believes that there are three types of diversity necessary: (i) identity; (ii) skills; and (iii) political investment. However, his vision of identity includes national, sex, gender, race, economic class, disability, religion, among other things [7]. As Surowiecki stated, diversity is important to having a wise crowd [14,31]. Kamajian found that technical and ‘social marginality’ were beneficial for success in InnoCentive submissions; social marginality was defined as being female [14].

Geiger et al. aim to classify different types of crowdsourcing processes, and in doing so describe the ‘openness’ of their calls. The authors found that most crowdsourcing processes have a completely open call but some restrict contributions from participants by using either qualification-based (i.e., the contributors need to have demonstrated a certain level of qualification or skills prior to participating) or context-based (i.e., the participants need to be in a certain demographic) limitations [44].

**What the crowd has to do**

Estelles–Arolas et al.’s review came across a dichotomy regarding the purpose of the crowd; one group of authors believed that the purpose of the crowd was to complete tasks and the other, to solve problems [12]. Some authors believe that tasks must be divisible into lower-level tasks in order to be suitable for crowdsourcing [5,12,28]. Estelles–Arolas et al. conclude that “any non-trivial problem can benefit from crowdsourcing” [12].

In this review, various authors attempted to make classifications of what crowdsourcing should aim to do. These are found in Table 1. As one can see, some authors disagree that open innovation and peer production fall outside the realm of crowdsourcing. The authors also differ with regards to the level of detail of their classifications, ranging from a dichotomous classification of microtasks and megatasks [3] to Geiger et al.’s and Saxton et al.’s more detailed classifications of types of crowdsourcing processes [11,44]. However, at its heart, many of the classifications can be conflated to combination of Geiger et al.’s second and Aitamurto et al.’s classifications: crowd creation; crowd voting (including prediction markets); crowd processing; crowd rating; crowd solving; and crowd funding. However, crowd funding is the mobilisation of monetary funds for a common goal and thus is not covered by this review [44,45].

**How the crowd is reimbursed (corresponds to Geiger et al.’s remuneration)**

Many of the authors in Estelles–Arola et al.’s review identified reimbursement as monetary reimbursement. The range of monetary reimbursement is large, varying from US$ 0.01 for each human intelligence task (HIT) performed on the AMT platform to millions of dollars for the successful solution chosen from InnoCentive’s competitions [12]. Geiger et al. look at whether reimbursement is fixed, varied or voluntary as a means to classify crowdsourcing projects. AMT projects would have fixed reimbursements, where
all members of the crowd are remunerated the same amount for their participation, whereas InnoCentive employs a success-based remuneration plan [44]. However, both Estelles–Arolas et al. and Geiger et al. acknowledge that not all crowdsourcing projects pay monetarily, and that monetary remuneration is not necessarily the primary motivation for the participants. Estelles–Arolas et al.'s review suggests that participant motivations mirror Maslow's hierarchy of individual needs: economic reward, social recognition, self-esteem and development of individual skills. In addition to or in lieu of financial rewards, individuals participating in crowdsourcing are able to develop their skills through freelancing, contribute to their community, have fun, share knowledge and be recognised through their contributions, Parvanta et al. describe the motivations as the 'four f's:' fun, fulfilment, fame, and fortune [46]. In addition to these, crowdsourcing activities such as RECAPTCHA have capitalised on task being integral to another task the user is trying to access and have been wildly successful [6]. An additional, similar, motivation that Swan identifies is biocitizenry, in which the crowd participates in order to gain access to studies [8]. Doan and colleagues suggest that, in addition to those listed above, making users pay for a service, providing ownership situations or requiring contribution to crowdsourcing through their employment, having instant gratification or providing an enjoyable experience of a necessary service will motivate a crowd [43]. In their review, Zhao and Zhu found that only 2/55 studies used motivational theories in designing their interventions [10]. Zhao and Zhu, Kostkova, and Kittur call for further research into crowd motivation, specifically the use of serious gaming, auction bidding and understanding crowd behaviour in task selection [10,38,48].

Some authors reviewed mentioned inequities regarding crowd contributions. Parvanta et al. describe a 90%/9%/1% rule for participation, in which 90% of the crowd observes, 9% participates from time-to-time and 1% participates regularly [46]. This breakdown would be more amenable to a service such as YouTube or Wikipedia, where observing or viewing a product is an option. Zhao and Zhu, describe super contributors, contributors and outliers but do not give a percentage of contributions between the three categories [10]. Holley states that the majority of work is completed by 10% of the crowd and these super contributors are often retirees or young, dynamic professionals [49].

Who initiates the crowdsourcing process

Generally, an institution or organisation initiates the crowdsourcing process with an open call [12]. However, there have also been instances where the crowdsourcer has been a governmental department, such as in Iceland [42].

What the product of crowdsourcing is

Many authors reviewed by Estelles–Arolas et al. felt that the initiator receives the result sought for the task advertised, which was usually the result for a given problem. Others believed the product was either
knowledge, ideas, or some type of added value [12]. The exact type product of crowdsourcing can be very diverse and has not been agreed upon, but generally is some type of result that is requested by and has value to the initiator.

**What type of process is used**

Estelles–Arolas et al.'s review found many authors who identified crowdsourcing as an outsourcing process, specifically referring to AMT while others referred to it as a problem-solving process or a production model [12]. As described previously, crowdsourcing differs from open sourcing, outsourcing and peer-production. Many articles reviewed in this review specifically mentioned the use of online, outsourcing-like mediums, such as AMT [3,6,48] and CrowdFlower [6]. In AMT and CrowdFlower, the initiator (or crowdsourcer) posts a task and the ‘crowd’ responds and are paid in small quantities for completing small HITs. Other online platforms use distributed online processes to compete for the best solution, such as InnoCentive or CrowdMed [27,32]. Advances in mHealth, such as wearable technologies and sensors, could enable real-time data collection and monitoring from mass amounts of people [38]. Kostkova estimates that 75 million wearable technological devices will have been shipped by 2018 and calls for behavioural research using these devices [38]. The data from these devices could be considered crowdsourcing if there is a specific call for data. Gamification has also been used to enhance the crowd’s experience while crowdsourcing and encourage participation [21,50,51]. Finally, another debatable form of crowdsourcing could be data mining, using Twitter posts or Google Flu Trends [32,52,53]. However, according to the definitions of crowdsourcing by both Estelles–Arolas et al. and Geiger et al., data mining would not be in the realm of crowdsourcing.

**What type of call is used**

The majority of authors reviewed by Estelles–Arolas et al. refer to an open call as the form of call that must be made in order to satisfy a crowdsourcing criterion. However, Estelles–Arolas et al. disagree and use the term ‘flexible open call’ meaning that participation is non-discriminatory but the call is tailored to the specific initiative and thus, can be limited to a community where there is specific knowledge or expertise (but anyone in this community can answer) [12].

**By what medium the call is made**

Estelles–Arolas et al.’s state that of the authors they reviewed, the medium the call was made through was unanimously agreed upon to be the Internet and Estelles–Arolas et al. agreed [12]. However, as stated previously, crowdsourcing has existed prior to the Internet, as has wisdom of the crowds. Thus, while the Internet has enabled crowdsourcing to be used much more effectively and efficiently, it is not necessarily reliant on the Internet as a medium and could be used over a different medium, though this would be less efficient.

**Box 1. Crowdsourcing Semantic Searches Conducted in Google Scholar**

1. “Crowdsourcing”
   a. Up to 25 pages
2. “Crowdsourcing” and “Health”
   a. Up to 15 pages
3. “Crowdsourcing” and “Immunology”
   a. Up to 5 pages
4. “Crowdsourcing” and “Genetics”
   a. Up to 9 pages
5. “Crowdsourcing” and “Public Health”
   a. Up to 20 pages
6. “Crowdsourcing” and “Disease”
   a. Up to 25 pages
7. “Crowdsourcing” and “Surveillance”
   a. To 20 pages
8. “Crowdsourcing” and “Diagnosis”
   a. Up to page 14

**Geiger et al.’s taxonomy/features of crowdsourcing**

**Accessibility of peer contributors**

Geiger et al. discuss the degree of which the crowd is able to access each other’s contributions to the product as a feature of the crowdsourcing process and have four categories: none, view, assess or modify [44]. In some crowdsourcing activities, members of the crowd cannot view each other’s contributions at all, while others use a crowd not only to for submissions but also to judge which submissions are the best (ie, Threadless). In other crowdsourcing exercises, participants can modify each other's submissions. For example, Kittur posted a Spanish poem for translation through crowdsourcing and the crowd was able to interact with each other, discuss possible translations and together, the crowd submitted a final, translated poem. The authors found this translation to be better than the commonly accepted English translation [48]. Finally, Geiger et al. found that some crowdsourcing projects allow the crowd to view other submissions prior to submitting their own [44].
Aggregation

Aggregation refers to how the responses of the crowd are used by the crowdsourcer. The two major ways the responses can be used are to be combined or to be selected [44]. InnoCentive, Threadless, and CrowdMed, for example, are selective crowdsourcing companies, which choose the best solution or design to a particular problem. Crowdsourcing projects run on AMT often aggregate or combine solutions from the crowd as a whole.

The definition from Estelles–Arolas et al. excludes Wikipedia, YouTube and Flickr. Wikipedia is excluded on the grounds that there is no initiator (crowdsourcing organisation), that the authors do not feel that the initiator receives benefit, and that there is no open call. YouTube is excluded on the grounds that there is no clear goal, that the crowdsourcer's benefit is not clear, which is arguable as YouTube 'stars' receive compensation for views, that there is no clear initiator, the initiator's benefit is not clearly defined, the crowdsourcing process is not participative and there is no open call. Finally, Flickr, which is a photo sharing website, also fails due to lack of a clear goal, lack of clear benefit to the crowd, lack of clear benefit to the initiator, not being participative and not using an open call [12].

Despite Estelles–Arola et al.'s integrative definition, some authors strongly believe websites such as Wikipedia are not only examples of crowdsourcing, but are the classic examples of crowdsourcing [10]. Indeed, Howe, who 'coined' crowdsourcing considers Wikipedia as a classic crowdsourcing example, as do others [4,10,20]. Osella's review found that some authors' definitions of crowdsourcing are so expansive that they consider the entire Internet a form of 'crowdsourcing,' citing O'Reilly and Batelle: “the Web as a whole is a marvel of crowdsourcing, as are marketplaces such as those on eBay and Craigslist, mixed media collections such as YouTube and Flickr, and the cast personal lifestream collections on Twitter, MySpace, and Facebook” [3].

When to use crowdsourcing

Many authors reviewed discussed situations that were amenable to crowdsourcing (see Box 2). First, crowdsourcing should be used in tasks that require humans, ie, where technology either cannot complete the task or where people can do it better [3,6] and where crowds are better than individuals or experts [6]. But, what specific features would a task need to have to satisfy these broad conditions? Authors have suggested a wide range of conditions which are laid out in Box 2. These features are a combination of theoretical and application–based conditions and are, at times, conflicting. Kamajian reviewed crowdsourcing in medicine and his suggestions mirror Surowiecki's wisdom of the crowds conditions – he believes that the crowd must have tacit knowledge, be diverse but the problem itself must not be tacit, that the firm must not have the knowledge (otherwise why is it seeking the crowd?), and he focuses on the likelihood of the crowds expertise and its diversity [14]. In comparison, Kittur describes applications of crowdsourcing, describing those typically conducted through AMT, that are verifiable, have an objectifiably 'right' answer, low cognitive load, and require little expertise are most conducive to crowdsourcing [48]. Kamajian's and Kittur's images of ideal crowdsourcing are in direct opposition to one another. One feature of 'when to use crowdsourcing' that has some agreement is that the task is divisible into lower–level tasks, though this is not a necessary condition [5,48].

As opposed to focusing on characteristics of projects amenable to crowdsourcing, Buecheler and colleagues describe the characteristics of a principal investigator who would be amenable to taking on a crowdsourcing project. They state that the career age, job satisfaction, cosmopolitan scale, tenure, funding, apparatus and time must be considered; however, the authors do not give an estimate of which features within these characteristics are ideal for crowdsourcing [20].

Other authors gave specific tasks that they felt crowdsourcing was most suitable for, such as solv-
ing problems, completing tasks, being creative, developing products or ideas [5]. Castillo believed that crowdsourcing was ideal for medical imaging research, in particular, while Thawrani and colleagues suggested that researchers should use crowdsourcing to capitalise off medical data to find more specific causes of illnesses and also to bring processes up-to-date, such as handwritten medical records in India [13,32].

Finally, some authors reviewed gave tips for using crowdsourcing in research. Most importantly, selecting a clear and appropriate research question was emphasised [2,45,49]. Having a big challenge, and clear, measurable goals that are communicated to participants was seen as important as this helps motivate the participants, along with as providing options regarding levels and modes of participation [49]. Finally, the importance of acknowledging participation was highlighted [49].

Benefits of using crowdsourcing

Benefits identified in the literature review are divided into process-based benefits and results-based benefits, and are displayed in Table 2. Several of these benefits could have fit into both categories. Benefits include the speed of research progression, low cost, increased accuracy of results, ability to coordinate with machine-learning and improve algorithms, act as a public advocacy tool, work in emergency situations, and transcend boundaries and borders. Crowdsourcing is a powerful, flexible tool that can be used in many situations as a supplement to traditional research. Its mobility and low cost make it ideal for global health, where barriers such as lack of human resources, funding, conflict areas and baseline epidemiological data can create barriers to targeting interventions.

Concerns with crowdsourcing

In spite of its benefits, crowdsourcing is still subject to numerous challenges, regulatory, and ethical issues that need to be addressed, considered, and anticipated prior to designing a crowdsourcing study or intervention.

Quality assurance issues were the most commonly identified by the articles reviewed. In instances where a crowd is asked to answer questions where there is no ‘right’ answer, it becomes difficult to verify if responses are true and not malicious [32,48]. Additionally, there is a debate regarding having untrained laypersons complete scientific activities that are normally reserved for experts; experts may protest these activities [8,32]. Finally, concerns were voiced regarding a potential so-called “Hawthorne observer-expected effect,” wherein which members of the ‘crowd’ acts in a way they feel the researcher may want them to [56]. Possible solutions for these issues were proposed, including having multi-level reviews. Here, there are multiple stages to each crowdsourcing task and each task is reviewed multiple times and aggregated [6] having objectifiable tasks to ‘weed out’ malicious workers or having standards by which

Table 2. Benefits of crowdsourcing listed by articles reviewed, divided into process-based benefits and results-based benefits

<table>
<thead>
<tr>
<th>Process-based benefits</th>
<th>Results-based benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Low-cost alternative to traditional behavioural, epidemiological and sensory research [7,19,27,41,48]</td>
<td>• Increased accuracy over or when results combined with machine learning tasks [27]</td>
</tr>
<tr>
<td>• Large potential scale of participants involved [27]</td>
<td>• Enables high speed of research progression [27,48]</td>
</tr>
<tr>
<td>• Large scale of coverage of potential intervention [16]</td>
<td>• Novel discoveries [7,27,29,32,48]</td>
</tr>
<tr>
<td>• Can raise public awareness [27,32,54,59]</td>
<td>• Data produced previously unattainable [19]</td>
</tr>
<tr>
<td>• Transcends borders and boundaries [13]</td>
<td>• Can complete tasks otherwise not possible, including digitizes medical artefacts or notes [32]</td>
</tr>
<tr>
<td>• Can be democratic [7]</td>
<td>• Rewards may accrue more directly [8]</td>
</tr>
<tr>
<td>• High social robustness [29]</td>
<td>• Possible to detect and respond to disease outbreaks earlier [19]</td>
</tr>
<tr>
<td>• High mobility [16]</td>
<td>• Result accuracy has been shown to be equal to or more accurate than traditional research [8,47]</td>
</tr>
<tr>
<td>• Able to ‘tap into’ untapped expertise [27]</td>
<td>• Results can improve users’ lives [16]</td>
</tr>
<tr>
<td>• Ability to cover unpredictable events [16]</td>
<td></td>
</tr>
<tr>
<td>• Widespread software available to enable feasibility [16]</td>
<td></td>
</tr>
<tr>
<td>• Some benefits difficult to quantify, such as “value of enthusiastic user” [45]</td>
<td></td>
</tr>
</tbody>
</table>


workers must fulfil prior to be considered for the task [6,27]. For example, in AMT, workers may have obtained certain scores in previous tasks. Regarding sampling, the denominator is rarely known in crowdsourcing tasks and this can pose problems for analysis [56]. Sampling bias can occur due to inverted sampling [6,8,56] and due to self-reported data [8]. Luan and Law reported cultural and geographical biases in GIS data reviewed [19]. Additionally, there is likely to be biased samples in comparison to the general population with regards to income, literacy, age, access to technology and values [19,56].

Other authors cited concerns for security, citing potential loss of data due to a rise of cyber-attacks [38] or mishandling of sensitive information [32]. Logistical issues cited were specific to platforms or types of crowdsourcing and included troubles with languages and file formats when data mining, trouble with battery life usage, competing with prioritisation of other application on mobile devices, and privacy for ubiquitous computing (sensors in mobile devices) [19] and for AMT, not having proof of payment for work completed and institutional issues gaining approval [3]. In addition, funding being non-traditional was identified as a barrier for all crowdsourcing research [8].

Regulatory and ethical issues

Despite Thawrani et al.’s and other’s concerns that crowdsourcing could compromise anonymity, other authors were concerned that the anonymity of crowdsourcing could raise ethical concerns [6]. Williams identified instances in which crowdsourcing may have resulted in the deaths of bloggers and could be used to falsely identify (or fail to identify) weapons of mass destruction (WMD) in Iran [6]. As crowdsourcing is a nascent field, there is no Review Ethics Board (REB) or Institutional Review Board (IRB) process specific to it, to the author’s knowledge, despite it being quite different from other methodologies. Exploitation of both the crowdsourcing worker and of the industries the crowdsourcing is taking place in are possible, thus REB/IRB review is very important [7,9,29,56]. Informed consent procedures will differ from general research, as researchers will not have in-person interaction with the participants and will not necessarily be aware of their levels of reading comprehension. The data use policies could represent a unique challenge to informed consent if products are used commercially.

Brabham reports that, while currently it is difficult for crowds to organise themselves against unfair labour practices, “crowdslapping” does happen [7]. This is when a crowd ‘rebels’ against the competition and is, essentially, a crowd of malicious workers, rallying against the project. A recent example of “crowdslapping” is a United Kingdom contest to name an RSS vessel, and the Natural Environment Research Council intended the boat to be named after an inspiring figure. The winning name was “Boaty McBoatface,” which was ultimately rejected in favour of “David Attenborough.” However, a remote undersea vessel was named “Boaty” in memory of the competition [57].

While not considered crowdsourcing by the working definition in this article, text/data mining has unique ethical issues, especially regarding consent, anonymity and researchers planning to use this method must consider this, through community engagement or other methods.

Notable (non-medical) examples of crowdsourcing

A second paper [58] will review health-related examples of crowdsourcing. Aside from health-related examples, there were over 50 examples of crowdsourcing named in the reviews, with purposes ranging from public policy [42] to mapping isolationist states [6], assisting with or reporting on human rights issues [6,18], mapping or reporting on the environment [6,27], designing t-shirts [1] or linking families [49]. Some notable, interesting and successful examples of crowdsourcing in the non-scientific or medical world are described below:

Guardian’s MP expenses

The UK newspaper, the Guardian, utilised crowdsourcing and freedom of information request to have the crowd comb through Members of Parliament’s (MPs) expense claims to look for fraudulent claims. There were over 500,000 expense claims uploaded and over 170,000 documents were analysed within 80 hours alone [6]. As a result of this activity, British MPs were convicted of fraud, forced to resign or had to issue apologies.

Ushahidi

Ushahidi is a SMS- and web-based platform that was created after the Kenyan election in 2007 to report on election violence [6]. It is an open-sourced platform that combines GIS information with time, allow-
ing the crowdsourcing initiator to filter by place and time, which makes it ideal in disaster situations [18]. It has been used for elections, violence, corruption and disasters, including reporting cholera after the Haitian earthquake and in Kenya, Uganda, Nigeria, Haiti, Libya and Egypt [6,53].

**GalaxyZoo**

GalaxyZoo is a crowdsourcing project that uses volunteers from around the globe to classify galaxies visually. As of 2013, it had successfully classified nearly 900,000 galaxies using hundreds of thousands of volunteers [27].

**Transcribe Bentham**

Transcribe Bentham is a project which aims to transcribe works of Jeremy Bentham, a famous utilitarian philosopher, in order for them to be available to all. There were over 12,000 un–transcribed manuscripts and the project is based at University College London (UCL) [59].

**RECAPTCHA**

Captcha stands for “Completely Automated Public Turing test to tell Computers and Humans Apart.” Louis van Ahn, the father of human computing, extended CAPTCHA, adding an additional word so people would need to translate two words; the first was a known ‘anti–bot’ word but the second was from an archive that needed to be digitalised [60]. In 2009, RECAPTCHA was able to digitalise 20 years of the New York Times’ archives and 110 years of archives were projected to be completed by the end of 2010 [60].

**CONCLUSION**

Crowdsourcing is a field that is relatively nascent, yet blossoming. Because of its infancy, researchers have not yet agreed on its definition or what does or does not constitute its practice. Despite this, several key qualities have emerged. In order to be considered crowdsourcing, a task must be distributed by an organisation via a flexible open call for the purpose of obtaining some knowledge, idea or added value, through a medium that’s similar but not an outsourced model. Usually, crowdsourcing employs the Internet, though this is not necessary. A crowd can be formed by both experts and amateurs, and the crowd can be rewarded monetarily or through recognition or skill–development. Sometimes the results are aggregated, but in other exercises, the best solution is chosen. In this way, applications of crowdsourcing are themselves very diverse and it is not surprising that authors have struggled to provide an all–encompassing definition.

Despite the difficulties defining it, crowdsourcing is beneficial both in the process and in the results. It is often low–cost, rapid, and has the possibility to transcend fields, borders, can coordinate with machine–learning, raise public awareness and produce novel discoveries. Crowdsourcing could be hugely promising in global health where resources are low and there is a paucity of data if a concerted effort is made to bring it to scale, especially through marryng the global health community with crowdsourcing and computer science researchers.
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Background Tobacco taxation and smoke–free workplaces reduce smoking, tobacco–related premature deaths and associated out–of–pocket health care expenditures. We examine the distributional consequences of a price increase in tobacco products through an excise tax hike, and of an implementation of smoke–free workplaces, in China.

Methods We use extended cost–effectiveness analysis (ECEA) to evaluate, across income quintiles of the male population (the large majority of Chinese smokers), the premature deaths averted, the change in tax revenues generated, and the financial risk protection procured (eg, poverty cases averted, defined as the number of individuals no longer facing tobacco–related out–of–pocket expenditures for disease treatment, that would otherwise impoverish them), that would follow a 75% increase in cigarette prices through substantial increments in excise tax fully passed onto consumers, and a nationwide total implementation of workplace smoking bans.

Results A 75% increase in cigarette prices would avert about 24 million premature deaths among the current Chinese male population, with a third among the bottom income quintile, increase additional tax revenues by US$ 46 billion annually, and prevent around 9 million poverty cases, 19% of which among the bottom income quintile. Implementation of smoking bans in workplaces would avert about 12 million premature deaths, with a fifth among the bottom income quintile, decrease tax revenues by US$ 7 billion annually, and prevent around 4 million poverty cases, 12% of which among the bottom income quintile.

Conclusions Increased excise taxes on tobacco products and workplace smoking bans can procure large health and economic benefits to the Chinese population, especially among the poor.

China, with its 300 million plus smoking population ie, nearly one–third of the world’s total, can alleviate much of the global burden of tobacco–related disease by effectively implementing tobacco control policies. Since ratification of the World Health Organization’s (WHO) Framework Convention on Tobacco Control (FCTC) in 2005, China has shown poor compliance to the FCTC’s Monitor, Protect, Offer, Warn, Enforce, and Raise (MPOWER) measures [1–3]. For example, tobacco taxes remain low, contributing only 56% of final cigarette prices, and nationwide smoking bans are yet to be comprehensively implemented [3,4].
Besides significantly contributing to premature mortality, tobacco use can impose severe financial consequences for households. Out-of-pocket (OOP) health care expenditures associated with the treatment of tobacco-related disease can be impoverishing. Cigarette expenditures also form a large proportion of all household expenditures for the poor, and together with associated health care expenses arising from smoking can contribute to increased poverty rates [5-8].

China’s slow response to smoking can be attributed to a deeply engrained tobacco culture along with structural and political obstructions [3]. Nevertheless, public support for tobacco control is growing [9,10] indicating potential for scaling up policies such as tobacco tax and smoke-free workplaces. Tobacco taxation is the most effective control policy [11,12], and modeling studies that assumed taxes fully passed onto consumers found substantial health and financial gains with the lowest income groups largely benefiting [13-15]. Yet, tobacco taxation has been so far underused in China [3]. Furthermore, the country may count up to 740 million individuals exposed to secondhand smoke (SHS) [3], which causes cancers and cardiovascular diseases [16]. Though policies against SHS are formulated primarily to protect non-smokers, they can create smoke-free areas and encourage smokers to quit or smoke less. For instance, a meta-analysis showed that workplace smoking bans in four high-income countries led to an average absolute 4% reduction in smoking prevalence [17]. However, the evidence on the effectiveness of smoke-free policies in reducing smoking in general is mixed, with variable effect sizes [17-19].

In China smoke-free policies have been differentially implemented at municipal and regional levels, and prominently enforced only during major events like the Beijing Olympics [20]. Overall, the proportion of workplaces having bans could range in 2010 from 60% in Shanghai to 20% in Jiangxi [21], and would be higher than the proportion of indoor public places having bans [21]. In 2014, nationwide workplace bans were officially proposed and relayed with large media coverage. Encouragingly, the “coming into effect” of comprehensive bans in Beijing in June 2015 was hailed domestically and internationally [22]. Other Chinese cities have adopted smoke-free laws. However, many municipal regulations are not effective due to weak enforcement including partial bans allowing for example smoking in some public places [20].

Using extended cost-effectiveness analysis (ECEA) methods [14,15,23,24], the objective of this paper is to examine and compare the distributional impact of expanding two critical tobacco control policies in China: aggressive increase in the excise tax on tobacco products; and enforcement of smoking bans in workplaces. In doing so, we update a previously validated ECEA framework and analysis [14] that estimated the health benefits, change in tax revenues, and financial risk protection, by socio-economic group, in China.

METHODS

We utilize an existing ECEA analytical framework of tobacco taxation in China [14] and develop it further in simulating and comparing two key policies: (1) a large increase in excise taxes, raising the share of all applicable taxes of the retail price of tobacco products to 75%; and (2) an implementation of total smoking bans in workplaces. Taxes currently only contribute to about 56% (39% for excise taxes) of retail prices of cigarettes in China [4], which is far from the 70% excise tax contribution to the final consumer price recommended by WHO to have a large impact on cigarette consumption [1,25]. On the other hand, worksite total bans represent an essential step forward on the way to comprehensive smoke-free environments, which have been weakly enforced in China so far [20,26].

This paper builds on a former ECEA of tobacco taxation in China [14], and extends it in three important ways. First, it uses an updated set of parameters (eg, price of cigarettes, tax share as a percentage of cigarette price; Table 1). Second, it estimates smoking-related premature deaths, and cases of impoverishment and catastrophic expenditures due to OOP treatment costs of tobacco-related diseases, both critical measures of lack of financial protection commonly used by policymakers [48]. Third, it adds the examination of another key policy among the MPOWER measures [2], the enactment of smoking bans in workplaces.

We selected the policies of increases in excise taxes (i) and smoke-free workplaces (ii) as they were two essential MPOWER measures [2]. Policy (i) was chosen because China recently passed in 2015 a tobacco tax reform increasing the retail price of tobacco with tax then representing 56% of cigarette prices [4]; yet, this is far from WHO’s 70% recommendation [1,25]. Policy (ii) was chosen because of China’s recent advancements in adopting smoke-free laws. Notably, Beijing adopted in 2015 a comprehensive 100%
smoke–free law for all indoor public places with high compliance rates [22,49]. More than 15 other cities since enacted similar legislations or enforced smoke–free policies, such as Shanghai and Shenzhen in 2017; nevertheless, such regulations are not always fully enforced, and China has yet to implement a nationwide smoke–free legislation. Our choice of policies highlights the potentially large benefits to be reaped as China makes nascent but important, concrete steps towards reducing its own burden and, in turn impacts the global burden of smoking.

Study population

We examined the current Chinese male population [27] as a whole (excluding Hong Kong and Macao Special Administrative Regions). Policy impact was estimated for males only, as they disproportionately engage in smoking [28,50]: nationwide, about 53% of males smoke compared to only 2% of females at ages 15 years and above [28]. The population was structured using five–year age groups from age 0 to age 84 and a single age group for all men above age 85; and further divided into income quintiles.

National smoking prevalence of manufactured cigarettes by age group was obtained from the Global Adult Tobacco Survey (GATS) China Report 2010 for ages 15–69 [28] (Table 1). A study of smoking among elderly in Hong Kong was used to estimate the smoking prevalence in men above age 70 [29]. The future smoking prevalence of those under age 15 was assumed to be the prevalence among 15– to 19–year–olds; and no additional smoking initiation would take place among those above age 15. These were two conservative assumptions as the prevalence among those aged older (eg, 25– to 49–year–olds) was higher (Table 1).

Price elasticity of demand for cigarettes varied per income quintile. We assumed an average price elasticity of −0.38 [51], with greater elasticity among poorer smokers. We also assumed that price elasticity was twice as large in younger smokers (15– to 24–year–olds), who are more responsive to changes in prices (two–three times more) than older smokers [11,25]. Thus, we assigned 15– to 24–year–olds a 2–fold elasticity modifier across all quintiles, which we also applied to the elasticity that would affect smoking initiation for current 0– to 14–year–olds. Half of all price elasticity was apportioned to participation and half to consumption [11,25].

Policy scenarios

The two policies, excise tax increase and workplace total bans, were independently modeled and applied uniformly nationwide.

Excise tax increase

Excise taxes currently only contribute to about 39% of retail prices of cigarettes in China [4]. An excise tax hike passed fully onto the consumer and resulting in a 75% increase of the cigarette pack retail price was projected, which affected smoking participation, consumption, and initiation. This led to a 75% rate of all applicable taxes (a 65% excise tax rate) on the retail price. All changes in smoking behavior except initiation were modeled as occurring in the first year of the increase. The proportion of smokers quitting and “averted” future smokers (ie, current 0– to 14–year–olds that would not initiate smoking) was calculated for each income quintile as the product of: the quintile–specific price elasticity, the proportion of the price elasticity affecting participation (one half), the youth modifier if appropriate, and the relative price increase. This proportion was further multiplied by the number of baseline smokers per age group to obtain the number of smokers who would quit or be averted.

Workplace total bans

The reduction in smoking following a total workplace ban was modeled as a one–time reduction in the number of baseline smokers based on a relative reduction in smoking prevalence of 9% (as used in SimSmoke China) [30]. We calculated the numbers of current smokers projected to quit and of future smokers averted by multiplying the number of baseline smokers per age group and the assumed relative reduction in prevalence.

Policy outcomes

Impact was assessed for: averted premature deaths; additional revenues generated through excise tax hike; averted OOP expenditures due to tobacco–related disease treatment costs; prevented cases of medical impoverishment (hereafter referred as poverty cases); and prevented cases of catastrophic expenditures.
Table 1. Inputs used in the modeling of the expansion of tobacco control policies in China.

<table>
<thead>
<tr>
<th>Input</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
</table>
| Male population by age group                    | 0–4 y–olds: 46223844  
5–9 y–olds: 42116819  
10–14 y–olds: 44333255  
15–19 y–olds: 57372413  
20–24 y–olds: 69787588  
25–29 y–olds: 54148396  
30–34 y–olds: 48300078  
35–39 y–olds: 60477911  
40–44 y–olds: 62353282  
45–49 y–olds: 52513698  
50–54 y–olds: 41888301  
55–59 y–olds: 41743573  
60–64 y–olds: 28223579  
65–69 y–olds: 19666448  
70–74 y–olds: 15697892  
75–79 y–olds: 10754066  
80–84 y–olds: 5524513  
≥85 y–olds: 2757397     | [27]                                                               |                                  |
| Smoking prevalence per age group (% of male population) | 15–19 y–olds: 14.0%  
20–24 y–olds: 48.8%  
25–29 y–olds: 53.0%  
30–34 y–olds: 52.2%  
35–39 y–olds: 57.5%  
40–44 y–olds: 68.0%  
45–49 y–olds: 66.7%  
50–54 y–olds: 58.0%  
55–59 y–olds: 57.7%  
60–64 y–olds: 47.3%  
65–69 y–olds: 37.6%  
70–74 y–olds: 21.0%  
75–79 y–olds: 19.0%  
80–84 y–olds: 17.0%  
≥85 y–olds: 13.0%     | Authors’ calculations based on [28,29]                           |                                  |
| Relative smoking prevalence reduction among workers after workplace smoking ban | 9%                            | [30]                               |
| Proportion of deaths among smokers attributable to smoking | 0.50                      | [31]                               |
| Reduction of smoking-attributable death risk by age at quitting | 15–19 y–olds: 96.9%  
20–24 y–olds: 94.8%  
25–29 y–olds: 92.1%  
30–34 y–olds: 89.2%  
35–39 y–olds: 86.6%  
40–44 y–olds: 83.7%  
45–49 y–olds: 79.5%  
50–54 y–olds: 72.9%  
55–59 y–olds: 62.8%  
60–64 y–olds: 49.9%  
65–69 y–olds: 36.4%  
70–74 y–olds: 24.7%  
75–79 y–olds: 15.7%  
80–84 y–olds: 9.1%  
≥85 y–olds: 4.5%     | Authors’ derivations based on [31] (Online Supplementary Document, section 1) |                                  |
Table 1. Continued

<table>
<thead>
<tr>
<th>Input</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of smoking-attributable deaths per cause of death</td>
<td>COPD: 11.3%</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>Stroke: 45.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Heart disease: 22.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Neoplasm: 20.4%</td>
<td></td>
</tr>
<tr>
<td>Tobacco-related disease treatment costs (2015 US$)</td>
<td>COPD: US$ 2256</td>
<td>[14] and based on [33-40]</td>
</tr>
<tr>
<td></td>
<td>Stroke: US$ 2197</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Heart disease: US$ 11774</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Neoplasm: US$ 14794</td>
<td></td>
</tr>
<tr>
<td>Utilization of health care by tobacco-related disease (%)</td>
<td>COPD: 33%</td>
<td>[14] and based on [41-43]</td>
</tr>
<tr>
<td></td>
<td>Stroke: 80%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Heart disease: 81%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Neoplasm: 50%</td>
<td></td>
</tr>
<tr>
<td>Relative utilization of health care per income quintile</td>
<td>Income quintile 1 to V: (0.79, 0.98, 1.00, 1.08, 1.15) times average (applies to % above)</td>
<td>[14] and based on [44]</td>
</tr>
<tr>
<td>Fraction of health care costs reimbursed by insurance schemes</td>
<td>48%</td>
<td>Authors’ derivation based on [4%] (Online Supplementary Document, section 1)</td>
</tr>
<tr>
<td>Annual income per capita (2015 US$)</td>
<td>Income quintile I: 0 to US$ 992</td>
<td>Income distribution based on average per capita income of US$ 3039 and Gini coefficient of 0.43 [46,47]</td>
</tr>
<tr>
<td></td>
<td>Income quintile II: US$ 992 to 1870</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile III: US$ 1870 to 2973</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile IV: US$ 2973 to 4718</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile V&gt; US$ 4718</td>
<td></td>
</tr>
<tr>
<td>Assumed price elasticity of demand for cigarette by age group (≥25 y-olds; 15–24 y-olds; future smokers ie, under 15 y-olds) and income quintile</td>
<td>Income quintile I: –0.64; –1.28; –1.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile II: –0.51; –1.02; –1.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile III: –0.38; –0.76; –0.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile IV: –0.25; –0.50; –0.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income quintile V: –0.12; –0.24; –0.24</td>
<td></td>
</tr>
</tbody>
</table>

COPD, chronic obstructive pulmonary disease, \( y \)- year, \( d \)- day

Additional tax revenues were based on changes in smoking prevalence, consumption, and tax increase. Averted premature deaths among quitters were the primary health outcome. These averted deaths were then used to calculate the number of cases of poverty and catastrophic expenditures averted. All outcomes were examined by income quintile.

Tax revenues prior to policy change were calculated based on the average number of cigarettes consumed per day, the price per pack, the current tax rate (56%), and the baseline number of current smokers. After policy change, revenues were based on non–quitting smokers, reductions in consumption, and tax increases through excise tax hike (from 56% to 75% of retail price).

Smoking–related premature deaths were calculated for all male smokers currently alive. We assumed that half of all deaths among smokers were attributable to smoking [31] and that the risk of death was attenuated among former smokers based on age at quitting. Under the simplifying assumption that no current smokers would quit in the absence of policy, we calculated the number of premature deaths without policy as half (ie, 50% premature mortality rate) [31] of the baseline smoker population and of those currently under age 15 anticipated to initiate smoking. The attenuation of excess mortality risk among former smokers was modeled by age at cessation using cubic splines based on age–specific risk reductions [31]. After policy, premature deaths were calculated as 50% of continuing smokers and the age–attenuated reduction of baseline smokers quitting (Table 1). Averted premature deaths were apportioned among the four main causes of smoking–related death [32]: stroke, heart disease, neoplasms, and chronic obstructive pulmonary disease. Healthcare utilization for each cause and an adjustment per quintile were used to determine how many of those with an averted death would have incurred medical expenses. OOP expenditures were calculated by subtracting average inpatient reimbursement covered by insurance [45] from cause–specific treatment costs (see Section 1 in Online Supplementary Document).

Per capita income [46] and Gini coefficient [47] were used to create gamma distributions for income [52,53]. Simulations generated income for each averted premature death that would have incurred medical expenses, at the quintile level. Averted cases of poverty were calculated as individuals for whom the simulated income was above US$ 1.90 per day but whose annual net income would have decreased to

COPD, chronic obstructive pulmonary disease, \( y \)- year, \( d \)- day
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less than US$ 1.90 per day after paying out of pocket for disease treatment. Averted cases of catastrophic expenditures were calculated as individuals for whom OOP tobacco-related disease treatment costs would have exceeded 10% of their simulated annual income.

Sensitivity analyses

A number of sensitivity analyses were conducted to test key scenarios and parameters (see Section 2 in Online Supplementary Document). First, for excise tax hike, the model was run with a flat price elasticity across income quintiles (eg, −0.38). Second, we tested the impact of “brand switching” by incorporating a parameter which could capture the proportion of smokers (proportions of 0.33 and 0.75 were tested) who would respond to tobacco price increases by switching to a cheaper cigarette brand instead of quitting or decreasing consumption. This “brand switching” effect could capture for instance substitution to off-market (black market) products. Third, for workplace bans, we used an alternative effect size in assuming both an absolute reduction in smoking prevalence of 3.8% and a decrease in consumption of 3.1 cigarettes per day among continuing smokers based on a meta-analysis from four countries [17]. In this case, the absolute reduction in prevalence was further adjusted to 2.2% accounting for the proportion of worksites already having full bans (31%) [28] and restricting impact to men under age 60 that were employed (82%) [54]. Insufficient evidence however prevented from testing the differential responsiveness to worksite bans by income quintile or by age group. Yet, we tested an alternative relative prevalence reduction of 4.5% among the bottom income quintile (keeping 9% in all the other quintiles), to capture the possibility that smokers in the bottom quintile may not be employed in the formal sector where such smoking bans could be implemented. Fourth, for each policy, we selected two alternative poverty thresholds, US$ 1 and US$ 3 per day, respectively, to estimate the number of poverty cases averted.

Complete details of the mathematical derivations used and of the sensitivity analyses implemented are given in Online Supplementary Document. All simulations used the R statistical software (http://www.r-project.org).

RESULTS

Increasing the retail price of cigarettes by 75% (or raising the tax share as a proportion of the retail price for all applicable taxes from 56% to 75%) would reduce the number of tobacco-related premature deaths by 24 million: 61% of averted deaths would be among the bottom two income quintiles, compared to 18% among the top two quintiles (Figure 1). This distribution is a consequence of poorer individuals being more responsive to the significant relative change (75%) in cigarette prices, and thus quitting in larger numbers. Additional annual tax revenues raised through excise tax hike would be US$ 47 billion: 17% and 60% of these additional revenues would come from smokers from the bottom 40% and top 40% of the population income distribution, respectively (Figure 2). These findings are largely driven by poorer individuals being more responsive to the relative change in cigarette prices, hence quitting and smoking less cigarettes in larger numbers. The lower smoking prevalence among the top income quintile explains the slight difference in revenues between quintiles IV and V (Figure 2). OOP expenditures averted would be US$ 55 billion: 57% and 21% of these would be among smokers from the bottom 40% and top 40% of the income distribution, respectively (Figure 3). Nine million cases of poverty would be prevented, primarily among the bottom two quintiles (69%; Figure 4); and 16 million cases of catastrophic expenditures would be prevented, primarily among the bottom two quintiles (57%; Figure 5). This is a consequence of: poorer individuals being more responsive to the relative change in cigarette prices, quitting in larger numbers and facing less tobacco-related disease OOP treatment costs; a lower income of poorer individuals; and the choice of the poverty threshold (see variations in the poverty cases findings when distinct poverty thresholds are used; Figure S3 in Online Supplementary Document).

Comparatively, implementing workplace bans would yield smaller reductions in tobacco-related premature mortality and poverty cases averted (Figures 1 and 4). This is due to the smaller effect size (eg, among adults, 9% relative reduction in smoking prevalence for workplace bans compared with an estimated average reduction of 0.40 by 0.75 by 1/2 – 15% for price hike).
By implementing a ban, premature deaths were estimated to decrease by 12 million and to be evenly distributed across quintiles, due to a more or less flat distribution of smoking prevalence and assumed equal responsiveness to smoking bans by income quintile. Four million cases of poverty would be prevented, primarily among the bottom two quintiles (52%), explained by the fact that poorer individuals had lower income. Compared with the excise tax increase, a reduction in smoking with workplace bans would decrease tax revenues by US$ 7 billion (Figure 2) and will not be compensated by tax hike on tobacco products. Larger decreases (47% of the total decrease) would be observed among the bottom two income quintiles as a result of a larger number of cigarettes consumed among these groups in the first place.

Sensitivity analyses showed that policy impact was affected by a number of parameters and scenarios. First, the distributional analysis of the excise tax was largely influenced by the differential responsiveness to price changes per income quintile. Predictably, the excise tax hike progressiveness disappeared when all quintiles were given the same price elasticity (Figure S1 in Online Supplementary Document). Assuming a flat price elasticity would equalize the number of premature deaths averted, lead to a larger share of additional taxes borne by the poor, while some pro–poor aspect of the impoverishment averted would be maintained as the poorer income quintiles would evidently still have a lower income. Second, cigarette brand switching could significantly alter the findings (Figure 6). Introducing brand switching produced large reductions in averted deaths (compared with the base case) equivalent to the proportion of individuals switching brands (eg, assuming 75% of smokers switch, deaths averted would decrease by 75%). Additional tax revenues through excise tax hike could increase substantially and were more evenly distributed among income quintiles, minimizing policy progressiveness. In summary, less progressiveness followed greater switching. Third, using an alternative effect size for workplace bans (absolute reduction in smoking prevalence and cigarette consumption) would alter the conclusions (Figure S2 in Online Supplementary Document): both premature deaths and poverty cases averted would decrease; and the additional tax revenues would decrease further when smoking prevalence reduction is accompanied by consumption reduction. Likewise, a smaller prevalence reduction of 4.5% among the bottom quintile would decrease...
substantially (by 50%) the premature deaths averted, increase the OOP expenditures and the poverty and catastrophic cases among the poor; it would however decrease the revenue losses among the bottom income quintile (Figure S2 in Online Supplementary Document). Fourth, we found that the poverty cases headcounts could be substantially affected when using distinct poverty thresholds (Figure S3 in Online Supplementary Document). Expectedly, progressiveness was enhanced when the poverty threshold was reduced (eg, from US$ 3.00 to US$ 1.00 per day).

**Figure 6.** Impact of a 75% increase in the retail price of cigarettes through excise tax (proportion of smokers switching to cheaper cigarette brands, ie, “switchers”, was set at either 0%, 33%, or 75%) in China, per income quintile, on: the number of tobacco–related premature deaths averted (a); the net change in annual tax revenues collected on cigarette sales among current smokers (15 years of age and above) (b); the amount of out–of–pocket tobacco–related disease treatment costs averted (c); the number of tobacco–related poverty cases averted due to the prevention of out–of–pocket tobacco–related disease treatment costs (d); and the number of tobacco–related cases of catastrophic expenditures averted due to the prevention of out–of–pocket tobacco–related disease treatment costs (e).
DISCUSSION

We studied the distributional impact of expanding two tobacco control policies, aggressive increase in the excise tax on tobacco products and enforcement of workplace smoking bans, in China. On the one hand, excise tax hike passed onto the consumer in the form of a 75% retail price increase would prevent 24 million premature deaths (about 2% of China’s population) and 9 million cases of poverty, and yield an annual US$ 47 billion more in revenues. China’s poorest would experience the greatest benefits in averted deaths and impoverishments while bearing a smaller burden of the tax hike. On the other hand, instituting workplace smoking bans would have a more moderate impact on mortality and impoverishment averted. Assuming a relative decrease in smoking prevalence of 9%, 12 million premature deaths (or 1% of the Chinese population) and 4 million poverty cases could be averted, while revenues would decrease.

This analysis has shown that expanded tobacco control could promote equity at the national level in China. Yet, a subnational examination of smoking-related inequalities is required to fine tune policy. Significant geographical variations in income and health exist in China, with the West and Southwest less economically advanced, uneven access to health care between urban and rural populations, and considerable intra-urban inequality. Even in the major cities like Beijing, large health and economic gains can accrue for the poor.

Our estimates of averted premature mortality and revenue gains are consistent with previous work [13,14]. Few models on impact of workplace smoking bans exist against which to compare our results. We chose to focus on workplace bans given availability of data and also because the working population of ages 25–54 has the highest smoking prevalence and thus is of greater relevance [28]. Unfortunately, the lack of clear evidence [18] for differential responses to smoke-free policies across socio-economic groups precluded us from examining whether such policies could redress inequities observed in outcomes.

Nevertheless, our analysis presents a number of limitations. First, our estimates are sensitive to assumptions about the price elasticity of demand for tobacco. We have used an elasticity of −0.38 following norms from developed countries [11]. China has a few studies estimating price elasticity of demand for tobacco with ranges from −0.84 to −0.01 [51]. Nonetheless, we elected to use a value closer to high-income countries to get a more conservative estimate as these studies report a wide range of price elasticities. Second, our effect size for the relative reduction in prevalence due to smoking bans (e.g., 9%) is limited by basing it on simulation inputs [30] that may not be generalizable. We certainly underestimated the potential impact of bans by our focus on mortality and men alone. Women could be the main beneficiaries of reduced SHS exposure [55,56], which could also lead to significant decreases in hospital admissions and associated OOP medical payments [57]. In addition, the distributional impact of smoke-free policies is unclear.

In four countries, there was no correlation between socio-economic status and the introduction of smoking bans in workplaces [58]; and Dinno and Glantz [59] found that the decrease in smoking prevalence due to clean air laws in the US did not vary by socio-economic status. Third, in the past, tax increases have not generated significant behavior changes among Chinese smokers [51], which may make our model appear optimistic. For example, cigarette prices have not increased in China at the same rate as disposable incomes making them more affordable [51]. However, past excise tax increases have been low, and we emphasize here the importance of large excise tax hikes. Furthermore, cigarettes in China also have wide variation in prices, allowing consumers to switch to lower-priced brands when taxes increase [60-63]. Therefore, we have modeled different levels of brand-switching in sensitivity analyses to explore its potential impact on our estimates (Figure 4). This is equivalent to using a lower average price elasticity, similar to those seen in other models [13,30]. With the largest brand-switching modeled (equivalent to an average elasticity of −0.10), five million premature deaths would still be averted, but policy progressivity would be diminished. A more moderate switching parameter (corresponding to an average elasticity of −0.25) would project an averted 14 million premature deaths and preserve some progressivity. However, more research is needed for quantifying the extent of brand-switching and which smokers are more likely to switch to enact an optimum level of taxation. Fourth, since we examined the consumer perspective, one major limitation is not taking into account the role of the Chinese State Tobacco Monopoly Administration (STMA) and China’s tobacco tax structure. STMA determines cigarette prices, including the use of central government and local government taxes, and thus, tax increases do not get necessarily passed onto the retail price of tobacco products [63,64]. Excise taxes will only have an effect when increases are passed onto the consumers through higher retail prices [60,63], which is what our analysis assumed. If the tax increase were not fully (but partially) passed onto the consumers, we would still observe reductions (though diminished) in premature mortality and tobacco-related OOP spending and
impoverishment. Fifth, as in all models, we had to balance interpretability and strength of existing evidence with realism. For example, we assumed that changes in smoking behaviors due to policy would occur among individuals who would otherwise not have quit on their own. Thus, we did not attempt to capture background quitting or consumption reductions. This simplifying assumption would have resulted in an overestimate of impact in presence of downward smoking trends. We also assumed that all changes in smoking behaviors were instantaneous and persisted over the life of individuals; and did not account for the fact that increased taxes may themselves be a source of impoverishment and enhance poverty, notably for those among the bottom income quintile who do not quit. Finally, for simplicity, our analysis studied one policy at a time, and thus did not model any synergies and interactions from the effects of both policies. We expect that as tobacco control in China grows and individual policies become integrated in coordinated national frameworks, evidence may be collected and research be conducted to examine complementarity of measures and their results.

Our analysis focuses on China but its findings are relevant to many other low– and middle–income countries. Other settings have already successfully implemented excise tax hikes and smoking ban policies validating our approach. Large increases in specific excise taxes can have a substantial impact on cigarette consumption [11,12,25]. For example, youth smoking is very responsive to cigarette prices as shown by data from 17 low– and middle–income countries [65]; and over 15 years, South Africa tripled cigarette prices and halved tobacco consumption with large tax hikes [66,67]. Likewise, a review [18] showed a consistent positive impact of national smoking bans on improving cardiovascular health outcomes and reducing mortality and morbidity from tobacco–related diseases, based on data from 21 countries including the middle–income countries of Argentina [68,69], Uruguay [70], Panama [71], and Turkey [72]. And a meta–analysis demonstrated that workplace bans in Australia, Canada, Germany, and the U.S led to a 4% absolute reduction in smoking prevalence [17].

Our results highlight the need to consider not only the overall impact of policies to decrease smoking but also how impact is distributed across sub–populations. More importantly, the distributional impact of tobacco control efforts provides governments with relevant evidence to make the biggest difference for the populations that most need it. We show here that increasing cigarette taxes and instituting smoke–free workplaces can potentially prevent millions from being impoverished as a consequence of smoking–related medical expenditures. Because of the structure of the existing tobacco policies and state–owned tobacco industry, we believe that a priority should be placed on full implementation of all MPOWER measures [2] including comprehensive smoking bans and large excise tax hikes. Following India's differentially taxed cigarettes based on the length of cigarettes may help mitigate brand–switching and other compensating behaviors [73]. Higher taxes and workplace smoking bans can work well together and are complimentary: by having a mutually strengthening effect (eg, smoking bans impose social norms and enhance the price effect of taxes) they can reinforce each other to both lower consumption and bring large health and economic benefits to households. In addition, higher taxes can lead to revenue increases partially offsetting revenue losses from smoking bans. Such benefits would arise from large excise tax hikes that explicitly narrow the price differentials from top to bottom cost cigarettes, combined with total (not partial) smoking bans. In summary, the simultaneous implementation of both policies would present great synergies: mutual strengthening and exponentiation of the health and financial protection benefits (eg, poverty cases averted); compensation of lost revenues by smoke–free places by increases in excise taxes; and providing a resulting combined pro–poor policy where the potentially flat distribution of benefits of smoke–free places are compensated by increases in excise taxes, and increases in taxes to the poor are compensated by reductions in cigarette spending due to bans.
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Objective This study aimed to investigate the effect of physicians’ characteristics and knowledge of LDL–C target goals on the quality of lipid management in China.

Methods A total of 25317 dyslipidemia patients who had taken lipid-lowering medication for >3 months were enrolled in our study. Patients’ demographic data, medical history, lipid profile, their physician’s specialty and professional title and their hospital level as well as their LDL–C goal opinions were recorded.

Results Questionnaires were completed by 926 physicians with 6 different specialties and 4 professional statuses, in 3 different–level hospitals. Most (74.5%) of the physicians recognized the importance of considering LDL–C serum concentration for treating dyslipidemia, and set target LDL–C goals according to the 2007 Chinese guidelines for 83.4% of their patients. The LDL–C goal achievement rate was significantly higher for patients whose physicians' knowledge of LDL–C target goals was consistent with guideline recommendations, compared with those whose physicians' knowledge was inconsistent with the guidelines (60.4% vs 31.1%, P < 0.0001). Physicians working in tier 1 (odds ration (OR) = 2.95; 95% CI 2.37–3.67), (OR = 1.56; 95% CI 1.34–1.81) and tier 2 (OR = 2.53; 95% CI 2.22–2.88), (OR = 1.16; 95% CI 1.06–1.27) hospitals, specialized in neurology (OR = 1.13; 95% CI 0.93–1.36), (OR = 1.57; 95% CI 1.40–1.77), internal medicine (OR = 1.07; 95% CI 0.90–1.27), (OR = 1.58; 95% CI 1.39–1.80), endocrinology (OR = 1.02; 95% CI 0.87–1.21), (OR = 1.63; 95% CI 1.47–1.82) and being a resident vs attending physician (OR = 1.05; 95% CI 0.92–1.20), (OR = 1.00; 95% CI 1.00–1.19) were independent risk factors for low knowledge of LDL–C target goals and low LDL–C goal achievement.

Conclusion Chinese physicians’ characteristics and knowledge of LDL–C target goals were associated with patients’ LDL–C goal achievement.

An elevated level of serum cholesterol has been suggested to be the most important risk factor for ischemic cardiovascular disease (CVD) [1–7]. The Cholesterol Treatment Trials’ meta-analysis of statin clinical trials found that a 1 mmol/L reduction in LDL–C reduced major adverse CVD
events by approximately 20% [8,9]. Hence, prescription statin and LDL–C target goal achievement for patients with high– and very high–risk CVD is considered as an important strategy in CVD prevention and the epidemiology of LDL–C target goal achievement has been widely investigated. In 2014, the Dyslipidemia International Study in China (DYSIS–China) revealed that, after almost 10 years of cholesterol education for the primary and secondary prevention of CVD, 45% of high–risk and 60% of very high–risk dyslipidemia patients in China had not attained their LDL–C target goals [10]. Although these data reflect some improvement compared to previous reports that 69% of high–risk and 78% of very high–risk patients in China failed to attain their LDL–C goal between 2004 and 2006 [11], large gaps still exist, when compared with developed countries, regarding LDL–C goal achievement [12]. High–quality care ultimately comes from high–quality health professionals [13]. Previous studies have found that physicians play an important role in lipid management [14–17]. While physicians’ attitude and behavior may affect the efficiency of lipid management, inadequate knowledge of LDL–C targets by physicians is also an important factor in dyslipidemia patients’ failure to attain their LDL–C goals [6,18]. A previous study has reported that physicians’ knowledge of lipid management was related to their professional status [19].

In China, the main characteristics of physicians include their professional status, as well as their specialty, and the quality and region of the hospital where they work. However, it is unclear how Chinese physicians’ knowledge of guideline–recommended LDL–C targets and other characteristics affect their patients’ LDL–C goal achievement. Therefore, we performed a subgroup analysis of DYSIS–China patients to evaluate the association between Chinese physicians’ fundamental knowledge of lipid management and their patients’ LDL–C goal achievement rate, and how it relates to the physicians’ specialty and professional status, as well as their hospital’s quality and location.

METHODS

Patients and study design

The DYSIS–China trial was an observational, cross–sectional, multicenter international study. Participants were recruited at 122 hospitals, including 58 tier 3 (teaching hospital), 31 tier 2 (territory hospital), and 33 tier 1 (community hospital) institutions in 6 representative regions of China between April 2012 and October 2012 (Table S1 in Online Supplementary Document). Patients who were 45 years of age or older and had been treated with a lipid–lowering drug for at least 3 months were included in our study. Data for each patient were collected from the baseline clinical examination, medical records, and a single outpatient follow–up visit. Lipid–lowering medications included statins, cholesterol absorption inhibitors, fibrates, nicotinic acid, and Xuezhikang. The 10–year risk of CVD (10YRCVD) for each patient was classified as follows, based on the 2007 Chinese Guidelines on Prevention and Treatment of Dyslipidemia in Adults: (a) very high–risk (CVD with diabetes or acute coronary syndrome); (b) high–risk (coronary heart disease with a 10YRCVD of 10% to 15%; (c) moderate risk (10YRCVD of 5% to 10%); and (d) low–risk (10YRCVD of <5%).

All of the participating physicians were asked to complete a questionnaire that asked whether they regarded guideline recommendations for LDL–C as an important clinical reference for lipid management. If the physician answered yes, he/she was asked to select an LDL–C target goal based on the patient’s relevant risk category, which was defined in the 2007 Chinese lipid management guidelines as follows: (a) <4.14 mmol/L (<160 mg/dL) for low–risk patients; (b) <3.7 mmol/L (<140 mg/dL) for moderate–risk patients; (c) <2.59 mmol/L (<100 mg/dL) for high–risk patients; (d) <2.07 mmol/L (<80 mg/dL) for very high–risk patients; (e) other; and (f) not sure. Consistency between each physician–suggested LDL–C target goal and the LDL level recommended by the 2007 guidelines was defined as follows: (a) Yes (consistent), if the physician–suggested LDL–C target goal was lower than or equal to the LDL–C level recommended by the guidelines. (b) No (not consistent), if the physician’s suggested LDL–C target goal was higher than that recommended by the guidelines. Data for each physician category including professional status (professor, associate professor, attending physician, or resident physician), specialty (including internal medicine, general medicine, cardiology, neurology, endocrinology, and geriatrics), as well as the level of their hospital (tier 1, tier 2, or tier 3), were collected. Each patient provided written informed consent before participation, and our study protocol was approved by the ethics committee of each participating hospital. All of the hospitals and physicians consented to the publication of information related to hospital status and the treating physicians’ specialties and professional titles.
Statistical analysis
All of the statistical analyses were performed using the SAS, version 9.1, software (SAS Institute, Cary, NC, USA). A hypothesis test could not be used for the principal analysis, due to the primarily descriptive nature of our study design. Categorical variables are presented as absolute numbers and percentages. Continuous variables are reported as the mean ± standard deviation (SD). Intergroup differences in categorical variables were evaluated using chi–square analysis or Fisher exact test, depending on the number of patients in each group. Intergroup differences in continuous variables were evaluated using an analysis of variance. Logistic regression models were used to calculate the odds ratio and 95% confidence interval for the probability of consistency between the physician–suggested and guideline–recommended LDL–C target levels based on hospital status, type of physician or department, and adjusting for the 10YRCVD category, comorbidities, or other risk factors, including hypertension, body mass index (BMI) ≥28 kg/m², male >45 years or female >55 years, smoking status, family history of premature CVD, and hospital level, as well as the physician’s specialty and professional title. All of the evaluations were 2–tailed, and results with P<0.05 were considered to be statistically significant.

RESULTS

Baseline patient characteristics
A total of 25 317 dyslipidemia patients (51.3% male) with a mean age of 65.4 years were included in our study. Most of the patients (97.9%) were Han Chinese. The most prevalent comorbidities were hypertension (65.8%), diabetes mellitus (34.8%), and coronary heart disease (37.2%). Behavioral risk factors included sedentary lifestyle (19.7%) and smoking (12.4%). The distribution of patients based on 10YRCVD was 12.2% for the very high–risk, 58.9% for high–risk, 11.0% for moderate–risk, and 17.9% for the low–risk groups. The normal dosage of statin is equivalent to simvastatin 20–40 mg/d (71%) (Table 1). The LDL–C goal achievement rates for each category are listed in Table 1.

Physician characteristics
A total of 926 physicians participated in our study, 168 (18.1%) of whom were from tier 1 hospitals, 199 (21.5%) from tier 2 hospitals, and 559 (60.4%) from tier 3 hospitals. The physicians’ specialties were as follows: 228 (24.6%) cardiology, 156 (16.3%) neurology, 185 (19.3%) endocrinology, 113 (12.2%) geriatrics, 210 (22.7%) internal medicine, and 34 (3.7%) general medicine. At tier 1 hospitals, all of the physicians were from the internal medicine department, 73.8% of whom were attending physicians and residents. Most physicians at tier 2 hospitals were associate professors or attending physicians from the cardiology or internal medicine departments, followed by the endocrinology, neurology, and geriatric departments. In tier 3 hospitals, more physicians were professors in all departments, compared with tier 2 and tier 1 hospitals (24.7% vs 11.1%, P<0.0001 and 24.7 vs 6.5%, P<0.0001, respectively). Also the distribution of physicians’ status differed between some hospital departments particularly within the Tier 2 and tier 3 groups (Table 2).

Physician characteristics and knowledge of LDL–C targets as a clinical reference for LDL–C goal achievement
The proportion of physicians who considered the guideline–recommended LDL–C goal as an important clinical reference was different depending on physician characteristics, and was higher at tier 2 and tier 3 hospitals. It was also somewhat higher among physicians who specialized in cardiology, neurology, and geriatrics. Physicians’ low knowledge of LDL–C goal as a clinical reference predicted lower LDL–C goal achievement. At tier 1, tier 2 and tier 3 hospitals, 65.4%, 81.8% and 75.2% of the physicians recognized that LDL–C goal is important in clinical practice, the overall goal achievement rates were only 47.7%, 58.0% and 57.6%, respectively (Figure 1A, Table S2 in Online Supplementary Document), and the lowest rate of LDL target goal attainment was in tier 1 hospitals. Regarding different specialties, 73.5% to 78.4% of the physicians recognized that LDL–C goal achievement is important in clinical practice, and the goal achievement rate ranged from 41.5% to 66.0% across the various specialties. The greatest difference between patients’ goal attainment and physician perception was found to be among endocrinologists (Figure 1B, Table S2 in Online Supplementary Document). The lowest LDL–C goal achievement rate and the least knowledge by physicians regarding LDL–C as an important clinical reference existed in the Northeast (Figure 1C, Table S2 in Online Supplementary Document), and among resident physicians (Figure 1D, Table S2 in Online Supplementary Document).
Effects of physician characteristics and knowledge of guideline–recommended LDL–C targets on LDL–C goal achievement

Our study showed that less than 75% of physicians in China are familiar with guideline–recommended LDL–C targets, regardless of physician characteristics. There was an association between the rate of LDL–C goal achievement by patients and their physicians’ knowledge of LDL–C targets. The concordance between physicians’ knowledge of LDL–C targets and guideline recommendations was the lowest in tier 1 hospitals (Figure 2A, Table S3 in Online Supplementary Document), endocrinology departments. (Figure 2B, Table S3 in Online Supplementary Document), Northeast China (Figure 2C, Table S3 in Online Supplementary Document) and among resident physicians (Figure 2D, Table S3 in Online Supplementary Document).
Table 1. Patients’ basic characteristics and LDL–C goal achievement rate

<table>
<thead>
<tr>
<th></th>
<th>NUMBER (%)</th>
<th>LDL–C GOAL ACHIEVEMENT (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age category:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65 years</td>
<td>13100 (51.7%)</td>
<td>7803 (59.6%)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12975 (51.3%)</td>
<td>8431 (65.0%)</td>
</tr>
<tr>
<td>Female</td>
<td>12342 (48.7%)</td>
<td>7140 (57.9%)</td>
</tr>
<tr>
<td><strong>Coronary heart disease</strong></td>
<td>9420 (37.2%)</td>
<td>5247 (55.7%)</td>
</tr>
<tr>
<td><strong>Cerebrovascular disease</strong></td>
<td>4261 (16.9%)</td>
<td>2304 (53.8%)</td>
</tr>
<tr>
<td><strong>Peripheral arterial disease</strong></td>
<td>263 (1.0%)</td>
<td>153 (58.2%)</td>
</tr>
<tr>
<td><strong>Chronic kidney disease</strong></td>
<td>1846 (7.3%)</td>
<td>1095 (59.3%)</td>
</tr>
<tr>
<td><strong>Diabetes mellitus</strong></td>
<td>8798 (34.8%)</td>
<td>3978 (45.3%)</td>
</tr>
<tr>
<td><strong>Hypertension</strong></td>
<td>16650 (65.8%)</td>
<td>10075 (60.5%)</td>
</tr>
</tbody>
</table>

**Other cardiovascular risk factors:**

| Smoking                  | Current 3143 (12.4%) | 1902 (60.5%) |
|                         | Quit 4445 (17.6%) | 2881 (64.8%) |
|                         | Never 17729 (70.0%) | 10788 (60.9%) |
| **HDL–C <1.04mmol/L**    | 6682 (26.4%) | 4468 (68.9%) |
| **Family history of CHD**| 2294 (9.1%) | 1381 (60.2%) |
| **BMI >28kg/m²**         | 3457 (13.7%) | 1947 (56.3%) |
| **Family history of early onset of ischemic cardiovascular disease**| 2294 (9.1%) | 1381 (60.2%) |
| **Sedentary lifestyle**  | 4997 (19.7%) | 2962 (59.3%) |

**10YRCVD category:**

| Very high | 3092 (12.2%) | 1226 (40.0%) |
| High      | 14916 (58.9%) | 8174 (54.8%) |
| Moderate  | 2782 (11.0%) | 2041 (73.4%) |
| Low       | 4527 (17.9%) | 4130 (91.2%) |

**Statin dosage potency:**

| Potency 1 | 299 (1.2%) | 192/299 (64.2%) |
| Potency 2 | 2605 (10.3%) | 1512/2605 (58.0%) |
| Potency 3 | 9938 (39.3%) | 6014/9938 (60.4%) |
| Potency 4 | 7179 (28.4%) | 4547/7179 (63.3%) |
| Potency 5 | 1725 (2.9%) | 1083/1725 (62.8%) |
| Potency 6 | 96 | 57/96 (59.4%) |

HDL–C – high density lipoprotein cholesterol, CHD – chronic disease, 10YRCVD – 10–y risk of cardiovascular disease

*Statin dosage level: Potency 1 is equivalent to simvastatin 5 mg/d; Potency 2 is equivalent to simvastatin 10 mg/d; Potency 3 is equivalent to simvastatin 20 mg/ day; Potency 4 is equivalent to simvastatin 40 mg/d; Potency 5 is equivalent to simvastatin 80 mg/d; Potency 6 is equivalent to Atorvastatin 80 mg/d.

Effects of physicians’ knowledge of LDL–C as a clinical reference and guideline–recommended LDL–C targets on the rate of LDL–C goal achievement

In total, 74.5% of physicians recognized that LDL–C is an important clinical reference. The LDL–C goal achievement rate was significantly higher among those patients whose physicians’ perceptions of the LDL–C target goal were consistent with guideline recommendations (60.4% vs 31.1%, P<0.0001, Table 3). The LDL–C goal achievement rates in patients with very high, high, and moderate risk whose physicians’ knowledge of the LDL–C target goal was consistent with guideline recommendations were 39.9%, 51.5%, and 70%, respectively. The corresponding rates among patients whose physicians’ knowledge of the LDL–C target goal was inconsistent with guideline recommendations were 29.7%, 32.1%, and 30.1%, respectively (P<0.0001 for all). These results suggest that the LDL–C goal achievement rate significantly correlated with physicians’ knowledge of the guideline–recommended LDL–C target goal.
Multivariate logistic regression analysis revealed that predictors of inconsistency between physicians’ perceptions of the LDL–C target goal and 2007 Chinese guideline recommendations included patients diagnosed with diabetes, coronary artery disease, cerebrovascular disease, and peripheral arterial disease. Other predictors of inconsistency between physicians’ perceptions of the LDL–C target goal and 2007 Chinese guideline recommendations included the following physician characteristics: working in a tier 1 or tier 2 hospital, specializing in neurology, endocrinology, geriatrics, or general medicine, and being a resident physician. In addition, there were differences regarding the regions (Table 4).

Figure 2. LDL–C goal achievement rate and consistency between physicians’ knowledge of LDL–C target goal and guideline recommendations based on (A) hospital level, (B) physician specialty, (C) China’s geographic regions, and (D) professional status. *P<0.05, compared to Tier 1, #P<0.05, compared to Cardiology department, ▲P<0.05, compared to Northeast, ●P<0.05, compared to Professor title.
Table 2. Characteristics of physicians based on hospital status and specialty

<table>
<thead>
<tr>
<th>Hospital Status</th>
<th>Number of Physicians (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cardiology</td>
</tr>
<tr>
<td>Tier 1</td>
<td></td>
</tr>
<tr>
<td>Professor</td>
<td>0</td>
</tr>
<tr>
<td>Assoc. Prof.</td>
<td>0</td>
</tr>
<tr>
<td>Attending</td>
<td>0</td>
</tr>
<tr>
<td>Resident</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
</tr>
<tr>
<td>Tier 2</td>
<td></td>
</tr>
<tr>
<td>Professor</td>
<td>7 (9.3%)</td>
</tr>
<tr>
<td>Assoc. Prof.</td>
<td>19 (25.3%)</td>
</tr>
<tr>
<td>Attending</td>
<td>30 (40.0%)</td>
</tr>
<tr>
<td>Resident</td>
<td>19 (25.3%)</td>
</tr>
<tr>
<td>Total</td>
<td>75 (100.0%)</td>
</tr>
<tr>
<td>Tier 3</td>
<td></td>
</tr>
<tr>
<td>Professor</td>
<td>41 (26.8%)</td>
</tr>
<tr>
<td>Assoc. Prof.</td>
<td>47 (30.7%)</td>
</tr>
<tr>
<td>Attending</td>
<td>46 (30.1%)</td>
</tr>
<tr>
<td>Resident</td>
<td>19 (12.4%)</td>
</tr>
<tr>
<td>Total</td>
<td>153 (100.0%)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Professor</td>
<td>48 (21.1%)</td>
</tr>
<tr>
<td>Assoc. Prof.</td>
<td>66 (28.9%)</td>
</tr>
<tr>
<td>Attending</td>
<td>76 (33.3%)</td>
</tr>
<tr>
<td>Resident</td>
<td>19 (12.4%)</td>
</tr>
<tr>
<td>Total</td>
<td>228 (100.0%)</td>
</tr>
</tbody>
</table>

Assoc. Prof – Associate Professor

*Indicates containing sub-groups which are marked with a, b and c. Different letter marks indicate significant differences of the indicated professional title group within departments of the hospitals, same letters indicate no significant differences (P>0.05).

Table 3. LDL–C goal achievement rates according to physicians’ knowledge of LDL–C as a clinical reference and consistency between physicians’ acceptance of LDL–C target goal and guideline recommendations based on 10YRCVD*.

<table>
<thead>
<tr>
<th>LDL–C Goal Achievement (Yes/Total) for 10YRCVD Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very high</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

LDL–C as a clinical reference

<table>
<thead>
<tr>
<th>LDL–C as a clinical reference</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes (74.5%)</td>
<td>8360/2363 (35.4%)</td>
</tr>
<tr>
<td>No</td>
<td>164/298 (29.3%)</td>
</tr>
</tbody>
</table>

P-value NA NA NA NA

Consistency with guideline-recommended LDL–C target goal†

<table>
<thead>
<tr>
<th>Consistency with guideline-recommended LDL–C target goal†</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes (83.4%)</td>
<td>515/1280 (39.9%)</td>
</tr>
<tr>
<td>No</td>
<td>318/1069 (29.7%)</td>
</tr>
</tbody>
</table>

P-value 0.0001 0.0001 0.0001 NA 0.0001

HDL–C – high density lipoprotein cholesterol, CHD – chronic disease, 10YRCVD – 10–year risk of cardiovascular disease

*10YRCVD categories were based on serum LDL–C levels of <2.07 mmol/L (<80 mg/dL) for very high risk, <2.59 mmol/L (<100 mg/dL) for high risk, <3.37 mmol/L (<130 mg/dL) for moderate risk, and <4.14 mmol/L (<160 mg/dL) for low risk.

†Included patients in whom the risk classification was lower than guideline recommendations.

‡2007 Chinese lipid management guidelines as the reference.

Predictors of failure for not achieving guideline-recommended LDL–C target goals using multivariate logistic regression analysis

The result showed that predictors of failure to achieve the LDL–C goal included patients with diabetes, coronary artery disease, cerebrovascular disease, BMI>28 kg/m² and male ≥45 years or female ≥55 years, physician working in a tier 1 or tier 2 hospital, specializing in neurology, endocrinology or general medicine, and being a resident physician (Table 5).
DISCUSSION

The results of our study are consistent with previously published reports, which found that more than 60% of very high–risk patients and over 45% of high–risk patients did not attain their LDL–C goals, according to the 2007 Chinese lipid management guidelines, after at least 3 months of lipid–lowering treatment [10]. We found that physicians' knowledge of guideline–recommended LDL–C target goals significantly correlated with patients' LDL–C target goal achievement in China. Physician's knowledge varied depending on the hospital level, medical specialty, professional status, and geographic region. Working in a tier 1 or tier 2 hospital, being a resident physician, and specializing in neurology, endocrinology, or internal medicine were independent risk factors for lower LDL–C target goal achievement. Our results indicate that physician knowledge and characteristics affect the quality of lipid management in China, and more attention should be paid to this fact.

Previous studies have suggested that both patient– and physician–dependent factors contributed to LDL–C goal achievement failure [20–22]. Since the start of physician–initiated LDL–C treatment, more attention has been paid to studying the role of physicians in LDL–C goal achievement. Behavior change theory [23] suggests that knowledge should be the most important factor for behavior change. According to a global survey of physicians' perceptions of serum cholesterol management in 10 countries, 80.0% of

Table 4. Multivariate logistic regression analysis of consistence between physician suggested–LDL–C target goal and recommendations of 2007 Chinese guidelines

<table>
<thead>
<tr>
<th>Parameter</th>
<th>estimate</th>
<th>OR</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comorbidity (yes vs no):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1.24</td>
<td>3.47</td>
<td>3.15–3.83</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>1.33</td>
<td>3.78</td>
<td>3.42–4.18</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>0.41</td>
<td>1.31</td>
<td>1.33–1.70</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Peripheral arterial disease</td>
<td>1.08</td>
<td>2.94</td>
<td>2.13–4.06</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>−0.07</td>
<td>0.93</td>
<td>0.80–1.09</td>
<td>0.3755</td>
</tr>
<tr>
<td>Risk factors:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension (yes vs no)</td>
<td>0.04</td>
<td>1.05</td>
<td>0.94–1.16</td>
<td>0.4118</td>
</tr>
<tr>
<td>BMI ≥28kg/m²</td>
<td>−0.01</td>
<td>0.99</td>
<td>0.87–1.13</td>
<td>0.9256</td>
</tr>
<tr>
<td>Male ≥45 years or Female ≥55 years (yes vs no)</td>
<td>0.22</td>
<td>1.24</td>
<td>1.03–1.50</td>
<td>0.0227</td>
</tr>
<tr>
<td>Smoking (yes vs no)</td>
<td>−0.11</td>
<td>0.89</td>
<td>0.77–1.03</td>
<td>0.1196</td>
</tr>
<tr>
<td>Family history of early onset of ischemic cardiovascular disease (yes vs no)</td>
<td>−0.13</td>
<td>0.88</td>
<td>0.75–1.03</td>
<td>0.1198</td>
</tr>
<tr>
<td>Hospital level:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tier 1 vs Tier 3</td>
<td>1.08</td>
<td>2.95</td>
<td>2.37–3.67</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Tier 2 vs Tier 3</td>
<td>0.93</td>
<td>2.53</td>
<td>2.22–2.88</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Specialty:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurology vs Cardiology</td>
<td>0.12</td>
<td>1.13</td>
<td>0.93–1.36</td>
<td>0.2180</td>
</tr>
<tr>
<td>Endocrinology vs Cardiology</td>
<td>0.02</td>
<td>1.02</td>
<td>0.87–1.21</td>
<td>0.7733</td>
</tr>
<tr>
<td>Geriatrics vs Cardiology</td>
<td>0.24</td>
<td>1.27</td>
<td>1.06–1.53</td>
<td>0.0112</td>
</tr>
<tr>
<td>Internal medicine vs Cardiology</td>
<td>0.06</td>
<td>1.07</td>
<td>0.90–1.27</td>
<td>0.4649</td>
</tr>
<tr>
<td>General medicine vs Cardiology</td>
<td>−0.03</td>
<td>0.97</td>
<td>0.73–1.30</td>
<td>0.8352</td>
</tr>
<tr>
<td>Professional title:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professor vs attending physician</td>
<td>−0.06</td>
<td>0.95</td>
<td>0.83–1.08</td>
<td>0.4092</td>
</tr>
<tr>
<td>Associate professor vs attending physician</td>
<td>−0.11</td>
<td>0.90</td>
<td>0.80–1.01</td>
<td>0.0755</td>
</tr>
<tr>
<td>Resident vs attending physician</td>
<td>−0.05</td>
<td>1.05</td>
<td>0.92–1.20</td>
<td>0.4454</td>
</tr>
<tr>
<td>Region:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North vs Northeast</td>
<td>−1.14</td>
<td>0.32</td>
<td>0.27–0.38</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>East vs Northeast</td>
<td>−0.71</td>
<td>0.49</td>
<td>0.42–0.58</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Central vs Northeast</td>
<td>−0.16</td>
<td>0.85</td>
<td>0.73–0.99</td>
<td>0.0346</td>
</tr>
<tr>
<td>Southwest vs Northeast</td>
<td>−1.01</td>
<td>0.37</td>
<td>0.31–0.43</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Northwest vs Northeast</td>
<td>−0.60</td>
<td>0.55</td>
<td>0.46–0.65</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

LDL–C – low density lipoprotein cholesterol, OR – odds ratio; CI – confidence interval, BMI – body mass index
Table 5. Multivariate logistic regression analysis of LDL–C goal achievement rates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter estimation value</th>
<th>OR</th>
<th>95% CI</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comorbidity (yes vs no):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>1.08</td>
<td>2.94</td>
<td>2.75–3.14</td>
<td>1.0783</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>0.61</td>
<td>1.84</td>
<td>1.72–1.97</td>
<td>0.6109</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>0.29</td>
<td>1.33</td>
<td>1.22–1.44</td>
<td>0.2850</td>
</tr>
<tr>
<td>Peripheral arterial disease</td>
<td>−0.09</td>
<td>0.92</td>
<td>0.70–1.21</td>
<td>−0.0857</td>
</tr>
<tr>
<td>Risk factors:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension (yes vs no)</td>
<td>0.01</td>
<td>1.01</td>
<td>0.95–1.08</td>
<td>0.7462</td>
</tr>
<tr>
<td>BMI &gt;28kg/m²</td>
<td>0.19</td>
<td>1.21</td>
<td>1.11–1.31</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Male ≥45 years or Female ≥55 years (yes vs no)</td>
<td>0.14</td>
<td>1.15</td>
<td>1.03–1.29</td>
<td>0.0104</td>
</tr>
<tr>
<td>Smoking (yes vs no)</td>
<td>0.01</td>
<td>1.01</td>
<td>0.93–1.11</td>
<td>0.8020</td>
</tr>
<tr>
<td>Family history of early onset of ischemic cardiovascular disease (yes vs no)</td>
<td>0.04</td>
<td>1.04</td>
<td>0.94–1.15</td>
<td>0.4729</td>
</tr>
<tr>
<td>Hospital level:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tier 1 vs Tier 3</td>
<td>0.44</td>
<td>1.56</td>
<td>1.34–1.81</td>
<td>0.4427</td>
</tr>
<tr>
<td>Tier 2 vs Tier 3</td>
<td>0.15</td>
<td>1.16</td>
<td>1.06–1.27</td>
<td>0.1500</td>
</tr>
<tr>
<td>Specialty:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurology vs Cardiology</td>
<td>0.45</td>
<td>1.57</td>
<td>1.40–1.77</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Endocrinology vs Cardiology</td>
<td>0.49</td>
<td>1.63</td>
<td>1.47–1.82</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Geriatrics vs Cardiology</td>
<td>0.30</td>
<td>1.35</td>
<td>1.20–1.51</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Internal Medicine vs Cardiology</td>
<td>0.46</td>
<td>1.58</td>
<td>1.39–1.80</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>General Medicine vs Cardiology</td>
<td>−0.09</td>
<td>0.91</td>
<td>0.75–1.11</td>
<td>0.3513</td>
</tr>
<tr>
<td>Professional title:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professor vs attending physician</td>
<td>−0.09</td>
<td>0.92</td>
<td>0.84–1.00</td>
<td>0.0420</td>
</tr>
<tr>
<td>Associate professor vs attending physician</td>
<td>−0.01</td>
<td>0.92</td>
<td>0.92–1.08</td>
<td>0.9055</td>
</tr>
<tr>
<td>Resident vs attending physician</td>
<td>0.09</td>
<td>1.00</td>
<td>1.00–1.19</td>
<td>0.0329</td>
</tr>
<tr>
<td>Region:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North vs Northeast</td>
<td>−0.86</td>
<td>1.10</td>
<td>0.38–0.47</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>East vs Northeast</td>
<td>−0.85</td>
<td>0.42</td>
<td>0.39–0.48</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Central vs Northeast</td>
<td>−0.69</td>
<td>0.43</td>
<td>0.45–0.56</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Southwest vs Northeast</td>
<td>−0.89</td>
<td>0.50</td>
<td>0.37–0.46</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Northwest vs Northeast</td>
<td>−0.87</td>
<td>0.41</td>
<td>0.38–0.47</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

LDL–C – low density lipoprotein cholesterol, , OR – odds ratio; CI – confidence interval, BMI – body mass index

Physicians were concordant with dyslipidemia–management guidelines with regard to setting LDL–C goals for their patients, and 61.0% of them believed that a sufficient number of their patients attained their serum cholesterol goals. However, only 47.0% of their patients reached and maintained their serum cholesterol goals, and physicians expressed their frustration regarding their inability to effectively treat some CVD patients [24]. Another recent study in Croatia reported that 80.6% of physicians believed that they provided effective treatment to their dyslipidemia patients, but only 53.3% could accurately state the target LDL–cholesterol values for high–risk patients without consulting the most recent guidelines [25]. These reports suggest that physicians’ knowledge of LDL–C target goals is an important factor for patients’ LDL–C goal achievement.

In the current study, by evaluating correlations between physicians’ knowledge of guideline–recommended LDL–C levels and LDL–C goal achievement, we aimed to investigate the physician’s role in failing to attain recommended LDL–C goals in Chinese patients who were treated with lipid–lowering medications. We found that 74.5% of Chinese physicians recognized the importance of considering LDL–C serum concentration for treating dyslipidemia, and set target LDL–C goals that were concordant with the 2007 Chinese guidelines for 83.4% of their patients. Further analysis showed that 55.6% of these patients attained their serum LDL–C goal, indicating a success rate of 66.7%. We also found that the LDL–C goal achievement rate was significantly higher for patients whose physicians’ knowledge of the LDL–C target goals was consistent with guideline recommendations, compared with those whose physicians’ knowledge was inconsistent with the guidelines (60.4% vs 31.1%, P<0.0001). This finding supports the idea that enhancing Chinese physicians’ awareness of LDL–C target goals may improve the quality of lipid control in China. We also found that hospital level, as well as medical specialty and professional status were significantly related to physicians’ knowledge and their patients’ LDL–C goal achievement. Physicians from tier 1 and tier 2 hospitals, who were specializing in endocrinology, internal medicine, or general medicine,
and resident physicians demonstrated lower awareness of guideline–recommended LDL–C target goals than their colleagues. Multivariate logistic regression analysis revealed a relatively strong correlation between physician characteristics and physician–suggested LDL–C target goals and guideline–recommended LDL–C goals. These findings suggest that certain physician characteristics and inadequate knowledge of guideline–recommended LDL–C goals may be important reasons for patients’ failure to attain their LDL–C target goals in China. Guideline–recommended LDL–C goals should be considered among the most important pieces of information delivered to physicians. These results also suggest that continuing medical education strategy in China should be based on physician characteristic.

This is the first study to investigate factors underlying suboptimal LDL–C goal achievement rates in China from the physicians’ perspective in an innovative attempt to improve the quality of cardiovascular disease prevention in China. There are, however, certain limitations to our study. Our results point to inadequate awareness among Chinese physicians regarding lipid control. However, the questionnaire completed by physicians addressed their knowledge of LDL–C only. Thus, our results do not provide a comprehensive view of all aspects of the physicians’ skills regarding lipid management. Furthermore, due to our focus on physicians’ characteristics and lipid knowledge in our study, we did not collect data on all potential confounding factors, such as the physician’s age, gender, and behavior regarding lipid management, as well as patients’ lifestyle habits that might have influenced LDL–C goal achievement. However, there are some advantages to our study. First, this is a large–scale cohort study, which included patients’ and physicians’ medical information together, related to lipid medication; therefore, we can directly analyze the relationship between physicians’ knowledge and patients’ LDL–C goal achievement. Second, the physicians’ information in our cohort was collected with the randomized cohort stratified sample method, so it is representative of physician characteristics throughout China. Physician characteristics included their hospital level, specialty, professional status, and service regions, so we can clearly tell the effect of physician characteristics on knowledge of guideline–recommended LDL–C target goals and on LDL–C goal achievement. Thus, we were able to uncover shortcomings in China regarding physician characteristics and knowledge. Although we chose only 2 questions, which focused on LDL–C, those 2 questions are fundamental to lipid control relating to physician behavior. In this study, we used 2007 Chinese guideline–recommended LDL–C target goals and did not use the updated 2013 ESC guidelines. The reason for this was that LDL–C target goals in the Chinese guidelines were the most widely disseminated in China. This way we could tell whether or not the effect of knowledge of LDL–C target goals on LDL–C target achievement related to physician characteristics.

Our study has identified some shortcomings in health services in Chinese community medical centers (tier 1 hospitals) regarding physician characteristics and inadequate knowledge. The lower percentage of specialists and professors in community medical centers result in less knowledge and lower LDL–C target achievement. This may be just the tip of the iceberg for medical service shortcomings in China. Since community hospitals have been considered as the first bastion of chronic disease prevention in China, efficient work by community physicians is of great importance for the health of the population [19]. It is imperative to improve the level of health services in community medical centers. Arduous educational efforts must be ongoing in Chinese community medical centers, and more attention should be paid to physicians’ knowledge of LDL–C target goals.

CONCLUSIONS

The results of our study suggest that LDL–C goal achievement in dyslipidemia patients in China is associated with physicians’ characteristics and their knowledge of LDL–C guidelines. Deficiencies in physicians’ knowledge of LDL–C targets reveal serious shortcomings in health services in China. Strategies aimed at enhancing familiarity with and acceptance of LDL–C guidelines by Chinese physicians based on the region, professional status, medical specialty, and hospital level may be an efficient way to improve both guideline adherence and LDL–C goal achievement.
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Background Age–related macular degeneration (AMD) is the third most common cause of blindness, and the fourth leading cause of visual impairment worldwide, but little is known about the burden of this disease in the most populous country–China. This study provides the first comprehensive estimates of the prevalence and burden of AMD in China from 1990 to 2015, with projections till 2050.

Methods In this study, a systematic review and meta–analysis was conducted to estimate the prevalence of AMD in China. China National Knowledge Infrastructure (CNKI), Wanfang, Chinese Biomedicine Literature Database (CBM–SinoMed), PubMed, Embase and Medline were searched before September 2016. Multilevel mixed–effect meta–regression was performed to define the prevalence rates of AMD and its subtypes. UN population data were used to estimate and project the number of people affected from 1990 to 2050. Based on different demographic and geographic features, the national burden of AMD in 2000 and 2010 was distributed to different regions in China.

Results Our search returned 2016 citations, of which 25 met the inclusion criteria. The prevalence of any AMD ranged from 2.44% (95% CI = 1.85–3.22) in people aged 45–49 years to 18.98% (95% CI = 15.05–23.66) in people aged 85–89 years. Prevalence of early AMD ranged from 1.79% (95% CI = 1.05–3.02) to 10.05% (95% CI = 6.17–15.97), and, in the case of late AMD, from 0.38% (95% CI = 0.16–0.97) to 3.88% (95% CI = 1.68–9.13). In late AMD, the prevalence of geographic atrophy (GA) was 0.15% (95% CI = 0.05–0.47) in people aged 45–49 years and 1.09% (95% CI = 0.35–3.36) in those aged 85–89 years, and the prevalence of neovascular AMD (NVAMD) ranged between 0.24% (95% CI = 0.11–0.50) and 2.79% (95% CI = 1.33–5.77). The number of people with any AMD was 12.01 million (95% CI = 9.29–15.46) in 1990 and 26.65 million (95% CI = 20.62–34.27) in 2015. Within the same period, the number of people with early AMD increased from 9.44 million (95% CI = 7.74–11.15) to 20.91 million (95% CI = 17.16–24.68), and those with late AMD rose from 2.58 million (95% CI = 1.56–4.30) to 5.74 million (95% CI = 3.46–9.59). In late AMD, the number of people living with GA ranged from 0.87 million (95% CI = 0.40–1.83) in 1990 to 1.93 million (95% CI = 0.89–4.08) in 2015, and NVAMD from 1.71 million (95% CI = 1.16–2.47) to 3.81 million (95% CI = 2.57–5.51). The projected number of people with any AMD in 2020 is 31.23 million (95% CI = 24.18–40.14), increasing to 55.19 million (95% CI = 43.04–70.30) in 2050. Between different regions, the South Central owed the most AMD cases (5.50 million in 2000 and 7.52 million in 2010), whereas the North–West China the least (0.66 million in 2000 and 0.95 million in 2010).

Conclusions The estimates in this study suggest a substantial burden of AMD in China, with the ageing process in Chinese society, this burden will be increasing in the foreseen future. Primary and secondary prevention and treatment and effective government response are urgently needed. Improved epidemiological studies are also required to better develop eye–care strategies and health services.
Age–related macular degeneration (AMD), a degenerative disease of the macula, is a leading cause of severe and irreversible loss of vision globally, and most notably in developed countries [1–3]. In 2010, it was estimated that AMD was the third most common cause of blindness, and the fourth leading cause of visual impairment worldwide [4]. Although AMD is not a life threatening disorder, up to one–third of the affected individuals will experience various degrees of disability and depression during the course of the disease, even when only one eye is affected [5,6]. Moreover, AMD is notably associated with falls and other injuries, resulting in increased economic and social burden for the individual, caregiver and community [7–10]. Ageing is consistently documented as the most important risk factor for AMD [1,3,10]. In addition, other factors, such as cigarette smoking, female gender, ethnicity, and genetic predisposition may also play a role [3,11,12]. The combined effect of continuous exposure to different risk factors and different demographic ageing speed resulted in the global epidemic of AMD showing substantial variation across different ethnic groups and geographic regions [3,13–15].

The clinical course of AMD can be broadly divided into two stages: early and late (advanced) [1,16,17]. Early AMD is characterised by soft drusen and/or pigmentary changes, but many early cases do not progress to the advanced form [16,17]. Late AMD includes two types: geographic atrophy (GA) and neovascular (exudative) AMD (NVAMD). Compared with early AMD, late AMD is far less frequent but most damaging to the sight [18]. According to the latest global estimate of AMD prevalence, both early and late AMD were most frequent in populations of European ancestry (11.20% and 0.50%). Early AMD is least common in Asians (6.81%) while late AMD is least common in populations of African ancestry (0.28%) [3]. With Asia having the largest share of the world’s population, and understanding that AMD is an age–driven disorder, it was estimated that Asia had the greatest number of people with AMD in 2014 (59 million). Furthermore, this number is expected to increase at the fastest pace in Asia in comparison to other regions – to 113 million by 2040. China, the most populous country in the world, is experiencing the most rapid ageing trend among all developing countries. It has been estimated that more than one–third of Chinese people living in China will be aged 60 years and over by 2050 [19]. It is, therefore, important to have an up–to–date summary of the magnitude and distribution of AMD in the general population to inform stakeholders and guide eye–related health policy–making and health services allocation in China.

In the last two decades, an increasing number of epidemiological studies of AMD have been conducted in China. The estimates were, however, contingent upon the characteristics of individual studies: the age structure of the study sample, case definition and classification of AMD [20–22]. Another important feature of AMD is that its prevalence is likely to be associated with geographic factors. In the most recent global geo–epidemiology analysis of AMD, both latitude and longitude were inversely correlated with AMD prevalence, providing a new clue to study the geographic distribution of AMD [15].

Until recently, there were no systematic estimates of AMD prevalence in China. With that said, the sheer volume of data available on the prevalence of AMD in Chinese bibliographical databases makes it possible to summarise the prevalence and burden of AMD from a modelling perspective [23,24]. Moreover, the large territory area with great variation of latitude and longitude in China provides a good opportunity to explore the influence of geographic factors within the same country. In this study, we undertook a comprehensive systematic review, in both Chinese and English databases, to retrieve population–based studies of AMD prevalence in China from 1990 onwards. Based on the existing evidence, we estimated and projected the prevalence and burden of AMD and its sub–types. The aims of this study were to 1) ascertain the AMD prevalence in China by using epidemiological modelling; 2) estimate and project the overall prevalence and number of people living with AMD at the national level from 1990 to 2050; 3) estimate the regional prevalence and number of people with AMD from 2000 to 2010.

**METHODS**

**Systematic review**

For developing epidemiological models to estimate the prevalence of AMD and its subtypes in the general population, a systematic review was conducted by two independent reviewers (PS and YD) in accordance with the Preferred Reporting Items for Systematic reviews and Meta–Analyses (PRISMA) guidelines and the Guidelines for Accurate and Transparent Health Estimates Reporting (GATHER) statement [25,26]. To ensure that all possible informative studies are included, a comprehensive literature search (title, abstract and keywords) was conducted in order to identify relevant studies. First, three Chinese bibliographic databases and three English bibliographic databases were searched from inception to 17 September 2017.
These were the China National Knowledge Infrastructure (CNKI), Wanfang, Chinese Biomedicine Literature Database (CBM–SinoMed), PubMed, Embase and Medline. The source of studies in the three Chinese databases included journal articles, abstracts, dissertations and conference proceedings, whereas those in the three English databases included journal articles only. A combination of search terms for prevalence (prevalence, incidence, mortality, morbidity, epidemiology), AMD (age–related macular degeneration, age–related maculopathy, retina* macula* age related degeneration, retina* macular degeneration, macular degeneration) and China (China, Chinese, Hong Kong, Macau, Taiwan) was adopted for the comprehensive search. The final search strategy is presented in Table S1 in Online Supplementary Document. Note that the search strategy for the different bibliographic databases was slightly different based on the database's specific search features. Snowball searching of reference lists of publications retrieved in the first step was then conducted to further identify studies of interest. Only studies published since 1990 were retrieved and no language restrictions were imposed.

Only population–based studies that quantified the prevalence of AMD were included in this study. This is because studies conducted at institutional sites tend to have poor representativeness of the surrounding general population, especially for affected people living in poor and rural areas where access to health is not universal. Studies that relied on self–reported diagnosis were also excluded, due to recall bias. Studies that only reported the number of eyes affected by AMD, rather than the number of affected individuals, were also excluded because no prevalence of AMD could be derived from such studies. Duplicate publications of the same study were compared and the study providing more details was retained. Some additional criteria were also applied to ensure the quality of included studies. The detailed selection criteria are shown in Table 1.

Before reviewing the retrieved records, duplicates were removed manually. Records were screened for relevance in two stages: screening of titles and abstracts followed by the retrieval and check of full–text articles. All non–English or non–Chinese language documents were reviewed after translation into English by Google Translate. For studies that fulfilled the criteria, three main categories of data were extracted: characteristics of the study, characteristics of the investigated population, and prevalence estimates of AMD and its subtypes. The data extraction tables were pilot tested on ten randomly selected included studies and refined accordingly before the final extraction.

The final data extraction table included:

1) Characteristics of the study: authors, publication year, study setting, year of survey, sampling method, study design (cross–sectional or cohort), AMD assessment method, and AMD grading system;

2) Characteristics of the investigated population: number of the sample, population type (urban, rural or mixed), gender (male, female or mixed), and age (age range, mean or median age, or midpoint of the age range);

3) Prevalence data: number of people with AMD and the number of participants who had been tested, by age group, gender, setting and AMD subtype where available.

The geographic indicators of interest (latitude, longitude and average annual insolation) were assigned to each study accordingly. The latitude and longitude data were obtained using Google Maps GPS coordinates (http://www.gps–coordinates.net/). The average annual insolation data (ie, the amount of solar radiation incident on the surface of the earth) on the horizontal surface, expressed in kWh/m²/d, was obtained from the National Aeronautics and Space Administration (NASA) Atmospheric Science Data Centre (http://eosweb.larc.nasa.gov/sse/). When study settings were defined as larger regions, such as at province, or regional levels, the mean centre point of the setting was calculated and the corresponding

<table>
<thead>
<tr>
<th>Table 1. Selection criteria of studies in the systematic review</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion criteria</strong></td>
</tr>
<tr>
<td>1) Community–based study of AMD in China (including Hong Kong, Macao and Taiwan)</td>
</tr>
<tr>
<td>2) Studies conducted to examine the epidemiology of AMD</td>
</tr>
<tr>
<td>3) Studies reported numerical prevalence measure of AMD</td>
</tr>
<tr>
<td><strong>Exclusion criteria</strong></td>
</tr>
<tr>
<td>1) Multiple publications of the same study</td>
</tr>
<tr>
<td>2) Studies with no professional assessment methods or relied on self–reported diagnoses</td>
</tr>
<tr>
<td>3) Studies that were conducted in a population with characteristics that were clearly unrepresentative, eg, visual impaired population, diabetes population</td>
</tr>
<tr>
<td>4) Studies with inconsistencies between reported methods and presented results</td>
</tr>
</tbody>
</table>
geographic data of the centre point was used. Studies that reported raw prevalence data in more than one geographic area (eg, a single study presented prevalence of AMD for three different cities) were recorded separately for each geographic area. For studies that reported aggregated AMD prevalence data for different geographic areas, the average geographic data of the different areas were calculated and recorded. For studies with missing data of survey year, three years were subtracted from the published year to impute the survey year, which was based on the average time from survey to publication in studies with available data. In studies where censoring age groups were reported, eg, older than 80 years, the missing age band was taken as the same width as other age groups in the same study.

The classification systems used to define AMD and its subtypes include the Wisconsin age–related maculopathy system (WARMGS) [27], the International Classification and Grading system (IC) [28], the Clinical Age–Related Maculopathy Grading System (CARMS) [29], and the “Age–related Macular Degeneration Clinical Diagnosis Standard” proposed by the China Medical Association in 1986 (CMA1986) [30]. For studies adopting different classification systems, the prevalence of any AMD, early AMD, late AMD, which included GA and NVAMD, was extracted or calculated (if necessary) separately according to the definitions below:

1) Early AMD: any soft drusen (distinct or indistinct) and pigmentary abnormalities, or large soft drusen 125 μm or more in diameter with a large drusen area (>500 μm diameter circle) or large soft indistinct drusen in the absence of signs of late–stage disease;
2) Late AMD: the presence of geographic atrophy or pigment epithelial detachment, subretinal haemorrhage or visible subretinal new vessel, or subretinal fibrous scar or laser treatment scar.

**Statistical analysis**

Due to high heterogeneity between studies that reported prevalence rates for any AMD, early AMD, late AMD, GA and NVAMD (Table S2 in Online Supplementary Document), random–effect models were adopted throughout the analysis. In the data extraction process, data were stratified by age, gender and setting. Some studies provided more than one data point. To take this hierarchical data structure into account, a multilevel mixed–effect meta–regression was conducted [31,32]. Given that:

\[
\text{Prevalence} = p = \frac{\text{Number of cases}}{\text{Sample size}}
\]

Then, the binomial distribution of prevalence rates was transferred to the normal distribution by using logit link:

\[
\text{logit}(p) = \log\left(\frac{p}{1-p}\right) = \log_e(\text{odds}) = \alpha + \beta_1 \times x_1 + \beta_2 \times x_2 + \ldots + \beta_n \times x_n
\]

Estimates were back transformed and expressed as conventional prevalence:

\[
p = \frac{e^{\alpha + \beta_1 \times x_1 + \beta_2 \times x_2 + \ldots + \beta_n \times x_n}}{1 + e^{\alpha + \beta_1 \times x_1 + \beta_2 \times x_2 + \ldots + \beta_n \times x_n}}
\]

To develop the overall “envelope” of AMD cases in China from 1990 to 2015, five models were first developed to establish the prevalence of any AMD, early AMD, late AMD, GA and NVAMD as a function of age:

\[
\text{logit}(p) = \alpha + \beta \times (\text{age})
\]

Thus, the prevalence of AMD is:

\[
p = \frac{e^{\alpha + \beta \times (\text{age})}}{1 + e^{\alpha + \beta \times (\text{age})}}
\]

The total number of AMD cases (“envelope”) in China was calculated by multiplying the age–specific prevalence of AMD for each 5–year age group estimated in the above models with the corresponding 5–year population subgroups in China, available from the United Nations Population Division (UNPD) [19]. This was performed for any AMD, early AMD, late AMD, GA and NVAMD separately in the years 1990, 2000, 2010 and 2015.

To investigate whether study–level demographic and geographic factors might affect the prevalence of AMD, variables of interest were added into the multilevel mixed–effect meta–regression to test the significance [33]. As a rule, at least seven data points should be available for each variable [34]. These variables included gender, setting, latitude, longitude and average annual insolation. Investigation year was
also tested so as to assess if there were any significant time trends. All variables that individually associated AMD prevalence in univariable analyses were included in the subsequent multivariable regression model, where variables that were not statistically significant were removed, starting from the one with the highest p value.

For our projection to the year 2050, age–specific prevalence rates of AMD were assumed to be constant over the next 33 years, the number of individuals with AMD from 2020 to 2050 was calculated by multiplying the age–specific prevalence rates to the UNDP Prospects data [19].

Based on the final multivariable regression models that take the effects of demographic and geographic factors into consideration, the estimated national population with AMD was distributed into six geographical regions, namely, East China, North China, Northeast China, Northwest China, South Central China, Southwest China (Table 2) [35–37]. This method was initially proposed by the Child Health Epidemiology Reference Group (CHERG), and has, since, been adopted widely in disease burden research [38–40]. First, AMD prevalence in each geographic region was calculated, based on the final regression equation. Second, the regional population with AMD was estimated by multiplying the regional AMD prevalence and corresponding population for the years 2000 and 2010, where regional population data were available from the fifth and sixth census [36,37]. Finally, the regional population of AMD was adjusted to fit the national AMD “envelope”.

Non–dichotomous variables were analysed as continuous. A two–sided p value less than 0.05 was regarded as statistically significant for all analyses. All statistical analyses were performed in R Studio (ver-

Table 2. The six geographical regions in China

<table>
<thead>
<tr>
<th>Region</th>
<th>Included provinces</th>
</tr>
</thead>
<tbody>
<tr>
<td>North China</td>
<td>Beijing Municipality, Hebei province, Inner Mongolia Autonomous Region, Shanxi province, Tianjin Municipality</td>
</tr>
<tr>
<td>Northeast China</td>
<td>Heilongjiang province, Jilin province, Liaoning province;</td>
</tr>
<tr>
<td>East China</td>
<td>Anhui province, Fujian province, Jiangsu province, Jiangxi province, Shandong province, Shanghai Municipality, Zhejiang province</td>
</tr>
<tr>
<td>South Central China</td>
<td>Guangdong province, Guangxi Zhuang Autonomous Region, Hainan province, Henan province, Hubei province, Hunan province</td>
</tr>
<tr>
<td>Southwest China</td>
<td>Chongqing Municipality, Guizhou province, Sichuan province, Tibet Autonomous Region, Yunnan province</td>
</tr>
<tr>
<td>Northwest China</td>
<td>Gansu province, Ningxia Hui Autonomous Region, Qinghai province, Shaanxi province, Xinjiang Uyghur Autonomous Region</td>
</tr>
</tbody>
</table>

Figure 1. Systematic review flow diagram. Note: *Reason 1 – Studies that were not population–based; *Reason 2 – Studies that were not based in China; *Reason 3 – Papers with no numerical prevalence measure of AMD; *Reason 4 – Studies that had no professional assessment methods or relied on self–reported diagnoses; *Reason 5 – Studies that were conducted in a population with unrepresentative characteristics; *Reason 6 – Multiple publications of the same study; *Reason 7 – Papers with inconsistency between reported methods and presented results.
The China base map was obtained as a shapefile from the Global Administrative Areas (GADM) database (GADM, 2015, version 2.0; www.gadm.org).

### RESULTS

#### Summary of systematic review

Figure 1 shows the process of systematic review for studies included in the final meta-analysis. In brief, the initial search identified 2016 citations. After removing 750 duplications, 986 apparently irrelevant citations by title and abstract review, and 15 citations with no sufficient information on methods and results, 265 papers were reviewed at the full-text level to assess their eligibility. Ultimately, 25 AMD prevalence studies were included in the final analysis.

A full list of included studies is shown in Table S3 in Online Supplementary Document, the included data involved 3016 AMD cases in a total of 43420 examined individuals. Table 3 shows the main characteristics of the studies, and the detailed characteristics of every study can be found in Table S4 in Online Supplementary Document. All included studies were cross-sectional studies that assessed AMD by using fundus imaging. Almost half of the retained studies were published in the past six years (44.0%), with CMA1986 the most widely adopted grading system (48.0%), followed by WARMGS (24.0%) and CARMS (20.0%). The geographic distribution of the 25 included studies is demonstrated in Figure 2.

#### Age-specific prevalence of AMD

In each model (Figure 3), a substantial number of data points were available for constructing the relationship between AMD prevalence and age. The age spectrum ranged from around 35 years to less than 90 years. However, for GA and NVAMD, few data points were available at younger ages (30–40 years). In this study, to ensure that the estimated prevalence was comparable, the lower bound of age range was set as 45 years and the upper bound as 89 years where data were available for model construction at all AMD subtype groups.
Figure 3. Prevalence of age–related macular degeneration (AMD) and its subtypes by age in retained studies. Note: The size of each bubble is proportional to the sample size. There were 124 data points for constructing the relation between prevalence and age for any AMD, 67 for early AMD, 67 for late AMD, 35 for geographic atrophy (GA) and 54 for neovascular AMD (NVAMD).

Prevalence of age–related macular degeneration in China

The estimated age–specific prevalence of any AMD, early AMD, late AMD, GA and NVAMD is shown in Figure 4 and Table 4. The prevalence of any AMD ranged from 2.44% (95% CI=1.85–3.22) in people aged 45–49 years to 18.98% (95% CI=15.05–23.66) in people aged 85–89 years. Prevalence of early AMD ranged from 1.79% (95% CI=1.05–3.02) to 10.05% (95% CI=6.17–15.97), and, in the case of late AMD, from 0.38% (95% CI=0.16–0.97) to 3.88% (95% CI=1.68–9.13). In late AMD, the prevalence of GA was 0.15% (95% CI=0.05–0.47) in people aged 45–49 years and 1.09% (95% CI=0.35–3.36) in those aged 85–89 years, and the prevalence of NVAMD ranged between 0.24% (95% CI=0.11–0.50) and 2.79% (95% CI=1.33–5.77).

National population affected with AMD from 1990 to 2015

By applying the age–specific prevalence of AMD to the national population in 1990, 2000, 2010 and 2015, the number of people living with AMD in China was estimated (Table S5 in Online Supplementary Document). During this period, the national prevalence of any AMD slightly decreased by 0.41%, from 5.26% (95% CI=4.07–6.76) in 1990 to 5.24% (95% CI=4.05–6.73) in 2015. This declining trend was also witnessed in early AMD and late AMD, with decreasing rates of 0.50% and 0.07% respectively. In late AMD, GA also showed a decreasing trend within this time frame, whereas the prevalence of NVAMD increased slightly (Table 5). Despite this decreasing prevalence trend during 1990–2015, the overall number of people with any AMD or its subtypes all increased dramatically due to the rapidly ageing population. The national number of people with any AMD increased by 121.80%, from 12.01 million (95% CI=9.29–15.46) in 1990 to 26.65 million (95% CI=20.62–34.27) in 2015. Within the same period, the number of people with early AMD increased from 9.44 million (95% CI=7.74–11.15) to 20.91 million (95% CI=17.16–24.68), and those with late AMD rose from 2.58 million (95% CI=1.56–4.30) to 5.74 million (95% CI=3.46–9.59), which yielded increasing rates of 121.60% and 122.55% respectively. In late AMD, increase in the number of people living with GA was similar to those with NVAMD (121.99%...
Table 4. Estimated age–specific prevalence (% and 95% confidence interval) of age–related macular degeneration (AMD) and its subtypes in China

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>ANY AMD</th>
<th>EARLY AMD</th>
<th>LATE AMD</th>
<th>GA</th>
<th>NVAMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>45–49</td>
<td>2.44</td>
<td>1.79</td>
<td>0.38</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>(1.85–3.22)</td>
<td>(1.05–3.02)</td>
<td>(0.16–0.97)</td>
<td>(0.05–0.47)</td>
<td>(0.11–0.50)</td>
</tr>
<tr>
<td>50–54</td>
<td>3.21</td>
<td>2.23</td>
<td>0.51</td>
<td>0.19</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>(2.45–4.19)</td>
<td>(1.32–3.74)</td>
<td>(0.22–1.24)</td>
<td>(0.06–0.58)</td>
<td>(0.16–0.67)</td>
</tr>
<tr>
<td>55–59</td>
<td>4.20</td>
<td>2.78</td>
<td>0.68</td>
<td>0.24</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>(3.22–5.45)</td>
<td>(1.67–4.62)</td>
<td>(0.30–1.60)</td>
<td>(0.08–0.72)</td>
<td>(0.22–0.89)</td>
</tr>
<tr>
<td>60–64</td>
<td>5.47</td>
<td>3.47</td>
<td>0.91</td>
<td>0.31</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>(4.23–7.06)</td>
<td>(2.09–5.71)</td>
<td>(0.41–2.09)</td>
<td>(0.11–0.90)</td>
<td>(0.30–1.19)</td>
</tr>
<tr>
<td>65–69</td>
<td>7.11</td>
<td>4.31</td>
<td>1.22</td>
<td>0.40</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>(5.52–9.12)</td>
<td>(2.61–7.05)</td>
<td>(0.55–2.76)</td>
<td>(0.14–1.15)</td>
<td>(0.41–1.60)</td>
</tr>
<tr>
<td>70–74</td>
<td>9.20</td>
<td>5.36</td>
<td>1.63</td>
<td>0.52</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>(7.17–11.72)</td>
<td>(3.26–8.68)</td>
<td>(0.74–3.67)</td>
<td>(0.18–1.48)</td>
<td>(0.56–2.19)</td>
</tr>
<tr>
<td>75–79</td>
<td>11.81</td>
<td>6.63</td>
<td>2.18</td>
<td>0.66</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>(9.26–14.96)</td>
<td>(4.05–10.68)</td>
<td>(0.98–4.94)</td>
<td>(0.23–1.93)</td>
<td>(0.76–3.01)</td>
</tr>
<tr>
<td>80–84</td>
<td>15.05</td>
<td>8.18</td>
<td>2.91</td>
<td>0.85</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td>(11.85–18.92)</td>
<td>(5.01–13.09)</td>
<td>(1.29–6.70)</td>
<td>(0.28–2.54)</td>
<td>(1.01–4.16)</td>
</tr>
<tr>
<td>85–89</td>
<td>18.98</td>
<td>10.05</td>
<td>3.88</td>
<td>1.09</td>
<td>2.79</td>
</tr>
<tr>
<td></td>
<td>(15.05–23.66)</td>
<td>(6.17–15.97)</td>
<td>(1.68–9.13)</td>
<td>(0.35–3.36)</td>
<td>(1.33–5.77)</td>
</tr>
</tbody>
</table>

GA – geographic atrophy, NVAMD – neovascular AMD

Table 5. Estimated prevalence and number of people living with age–related macular degeneration (AMD) in China from 1990 to 2015, by AMD type

<table>
<thead>
<tr>
<th>AMD Type</th>
<th>Prevalence of AMD (%), 95% CI</th>
<th>Number of People with AMD (Million, 95% CI)</th>
<th>Rate of Change (%), 1990–2015</th>
<th>AMD Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any AMD</td>
<td>5.26 (4.07–6.76)</td>
<td>12.01 (9.29–15.46)</td>
<td>–0.41 (20.62–34.27)</td>
<td>121.80</td>
</tr>
<tr>
<td>Early AMD</td>
<td>4.13 (3.39–4.88)</td>
<td>9.44 (7.74–11.15)</td>
<td>–0.50 (17.16–24.68)</td>
<td>121.60</td>
</tr>
<tr>
<td>Late AMD</td>
<td>1.13 (0.68–1.88)</td>
<td>2.38 (1.56–4.30)</td>
<td>–0.07 (3.46–9.59)</td>
<td>122.55</td>
</tr>
<tr>
<td>GA</td>
<td>0.38 (0.17–0.80)</td>
<td>0.87 (0.40–1.83)</td>
<td>–0.33 (0.89–4.08)</td>
<td>121.99</td>
</tr>
<tr>
<td>NVAMD</td>
<td>0.73 (0.51–1.08)</td>
<td>1.71 (1.16–2.47)</td>
<td>0.05 (2.57–5.51)</td>
<td>122.84</td>
</tr>
</tbody>
</table>

GA – geographic atrophy, NVAMD – neovascular AMD
which ranged from 0.87 million (95% CI = 0.40–1.83) to 1.93 million (95% CI = 0.89–4.08), and 1.71 million (95% CI = 1.16–2.47) to 3.81 million (95% CI = 2.57–5.51) throughout this time frame respectively (Table 5). In 2015, the age group that contributed the most cases of any AMD, early AMD, late AMD, GA and NVAMD was 60–64 years (Figure 5).

Effects of demographic and geographic factors on the prevalence of AMD

Findings from the univariable meta–regression analyses (Table S6 in Online Supplementary Document) showed that age, setting and latitude were significantly associated with the prevalence of any AMD. For early AMD, age, gender, setting and latitude also had a significant influence on the prevalence. For late AMD, age and latitude were found to be significantly associated with the prevalence. However, in late AMD, only age was found to be significantly associated with the prevalence of GA, and age, gender, latitude and insolation were significantly associated with the prevalence of NVAMD. For any AMD and all subtypes, the investigation year was identified to have no influence on prevalence rates and increased age was the only constantly significant risk factor.

Although most studies provided multiple data points of prevalence rates, these data were mainly stratified by age groups. For AMD subtype groups (early AMD, late AMD, GA and NVAMD), and after controlling the difference of age structures, insufficient data were available for conducting multivariable meta-regression that simultaneously included all statistically significant factors identified in the univariable analyses. Thus, here the multivariable regression model was only conducted and reported for any AMD. The formula generated from the multivariable regression is shown below:

\[
\text{logit}(p) = -4.230 + 0.056 \times \text{age} + (-0.6013) \times \text{setting}_{\text{rural}} + 0.053 \times \text{setting}_{\text{urban}} + (-0.060) \times \text{latitude}
\]

Where \(p\) indicates the prevalence of any AMD; \(\text{setting}_{\text{rural}} = 1\) for rural setting and \(= 0\) otherwise; \(\text{setting}_{\text{urban}} = 1\) for urban setting and \(= 0\) otherwise; \(\text{latitude}\) refers to the absolute value of latitude.

Projection of national population affected with AMD from 2020 to 2050

No secular trend of the prevalence of any AMD, early AMD, late AMD, GA and NVAMD was observed in the included studies, thus age–specific prevalence was assumed as constant for the projection analysis. By applying the age–specific prevalence of AMD to the national population in 2020, 2030, 2040 and 2050, the number of people with AMD was estimated (Tables S5 in Online Supplementary Document). Unlike the slightly fluctuating trend of AMD prevalence during 1990 to 2015, the prevalence rates of all subtypes of AMD will increase notably during 2020 and 2050. In 2020, the prevalence of any AMD will be 5.39% (95% CI = 4.18–6.93) and is expected to increase by 41.66%, reaching to 7.64% (95% CI = 5.96–9.73) in 2050. Among all subtypes of AMD, NVAMD will show the greatest increasing rate of 57.48%, from 0.78% (95% CI = 0.52–1.12) in 2020 to 1.22% (95% CI = 0.83–1.75) in 2050, whereas the increasing rate of early AMD will be the smallest (38.45%), from 4.23% (95% CI = 3.47–4.99) to 5.21% (95% CI = 4.31–6.08) during this period (Table 6).

Figure 5. Estimate of the national number of people with age–related macular degeneration (AMD) and contributing age groups in China from 1990 to 2015, by AMD type. GA – geographic atrophy; NVAMD – neovascular AMD.
From 2020 to 2050, the number of cases of any AMD in China will rise by 76.72%, from 31.23 million (95% CI = 24.18–40.14) to 55.19 million (95% CI = 43.04–70.30). The increasing rate of late AMD cases will be greater than early AMD cases (91.12% vs 72.70%), with the number of people affected by early AMD increasing from 24.47 million (95% CI = 20.10–28.87) in 2020 to 42.26 million (95% CI = 35.15–49.05) in 2050, and those affected by late AMD from 6.76 million (95% CI = 4.08–11.28) to 12.92 million (95% CI = 7.89–21.26). In late AMD, the number of people with GA will increase by 80.78%, from 2.26 million (95% CI = 1.04–4.78) in 2020, to 4.09 million (95% CI = 1.89–8.59) in 2050. Furthermore, the number of those with NVAMD will grow even further (96.45%), from 4.50 million (95% CI = 3.04–6.50) to 8.84 million (95% CI = 6.00–12.66) (Table 6). From 2020 to 2050, the age groups to contribute the most cases will shift from 65–69 years to 80–84 years for any AMD, late AMD, GA and NVAMD, and from 65–69 years to 75–79 years for early AMD (Figure 6).

### Regional population affected with AMD from 2000 to 2010

The total number of AMD cases in China in 2000 and 2010 was distributed across the six geographical regions according to the final multivariable model that took into account three main factors: age, setting and latitude. In 2000, the national prevalence of AMD in China was 5.16% (95% CI = 3.99–6.64), with the regional prevalence estimates ranging from 2.69% (95% CI = 1.67–4.29) in North–East China to 6.64% (95% CI = 5.12–8.52) in South Central China. In 2010, the prevalence was still the highest in South Central China (6.74% [95% CI = 5.20–8.65]) and the lowest in North–East China (2.65% [95% CI = 1.66–4.20]), with the overall prevalence in Chinese population increasing to the level of 5.24% (95% CI = 4.05–6.73). During 2000 to 2010, the overall prevalence of AMD increased by 1.44%, and the most marked

### Table 6. Projected prevalence and number of people living with age–related macular degeneration (AMD) in China from 2020 to 2050, by AMD type

<table>
<thead>
<tr>
<th>AMD Type</th>
<th>Prevalence of AMD (% 95% CI)</th>
<th>Number of People with AMD (Million 95% CI)</th>
<th>Rate of Change (% 2020–2050)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2020</td>
<td>2050</td>
<td>2020</td>
</tr>
<tr>
<td>Any AMD</td>
<td>5.39</td>
<td>7.64</td>
<td>31.23</td>
</tr>
<tr>
<td></td>
<td>(4.18–6.93)</td>
<td>(5.96–9.73)</td>
<td>(24.18–40.14)</td>
</tr>
<tr>
<td>Early AMD</td>
<td>4.23</td>
<td>5.85</td>
<td>24.47</td>
</tr>
<tr>
<td></td>
<td>(3.47–4.99)</td>
<td>(4.87–6.79)</td>
<td>(20.10–28.87)</td>
</tr>
<tr>
<td>Late AMD</td>
<td>1.17</td>
<td>1.79</td>
<td>6.76</td>
</tr>
<tr>
<td></td>
<td>(0.70–1.95)</td>
<td>(1.09–2.94)</td>
<td>(4.08–11.28)</td>
</tr>
<tr>
<td>GA</td>
<td>0.39</td>
<td>0.57</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td>(0.18–0.83)</td>
<td>(0.26–1.19)</td>
<td>(1.04–4.78)</td>
</tr>
<tr>
<td>NVAMD</td>
<td>0.78</td>
<td>1.22</td>
<td>4.50</td>
</tr>
<tr>
<td></td>
<td>(0.52–1.12)</td>
<td>(0.83–1.75)</td>
<td>(3.04–6.50)</td>
</tr>
</tbody>
</table>

GA – geographic atrophy, NVAMD – neovascular AMD

---

**Figure 6.** Projection of the national number of people with age–related macular degeneration (AMD) and contributing age groups in China from 2020 to 2050, by AMD type. GA – geographic atrophy, NVAMD – neovascular AMD.
increase was in Southwest China (6.51%) while the prevalence rate of AMD declined by 1.37% in North–East China (Table 7).

Estimates of the number of people living with AMD in different regions are shown in Table 7 and Figure 7. With the ageing trend of the Chinese population, the total number of people living with AMD in China increased by 37.50%, from 16.31 million (95% CI = 12.62–20.99) in 2000 to 22.43 million (95% CI = 17.36–28.85) in 2010. In 2000, more than one-third (33.72%) of Chinese AMD cases were found living in South Central China (3.50 million, 95% CI = 4.24–7.05) and only 4.05% were in North–West China (0.66 million, 95% CI = 0.49–0.89). In 2010, this distribution of AMD cases remained the same across the six geographical regions, with most (33.53%) of the AMD cases in South Central China (7.52 million, 95% CI = 4.24–7.05) and the least (4.24%) in North–West China (0.95 million, 95% CI = 0.71–1.28%). From 2000 to 2010, the most striking increases in the number of AMD cases were in North China (48.64%) and North–East China (47.06%), and the least in South–West China (29.97%). Throughout this decade, the age groups that contributed the most AMD cases shifted from 55–59 years to 60–64 years in all of the six regions.

### Table 7. Estimated prevalence and number of people living with any age–related macular degeneration (AMD) in China in the years 2000 and 2010, by geographical region

<table>
<thead>
<tr>
<th>Region</th>
<th>Prevalence of AMD (%), 95% CI</th>
<th>Number of people with AMD (million, 95% CI)</th>
<th>Rate of change (%), 2000–2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>North China</td>
<td>3.28 (2.35–4.55)</td>
<td>1.23 (0.88–1.70)</td>
<td>2.40 (1.31–2.51)</td>
</tr>
<tr>
<td>North–East China</td>
<td>2.69 (1.67–4.29)</td>
<td>0.76 (0.47–1.21)</td>
<td>–1.37 (0.69–1.76)</td>
</tr>
<tr>
<td>East China</td>
<td>5.46 (4.39–6.74)</td>
<td>5.32 (4.29–6.57)</td>
<td>1.99 (5.91–9.04)</td>
</tr>
<tr>
<td>South Central China</td>
<td>6.64 (5.12–8.52)</td>
<td>5.50 (4.24–7.05)</td>
<td>1.54 (5.80–9.64)</td>
</tr>
<tr>
<td>South–West China</td>
<td>5.68 (4.50–7.11)</td>
<td>2.85 (2.26–3.56)</td>
<td>6.51 (2.94–4.62)</td>
</tr>
<tr>
<td>North–West China</td>
<td>3.29 (2.44–4.43)</td>
<td>0.66 (0.49–0.89)</td>
<td>3.23 (0.71–1.28)</td>
</tr>
</tbody>
</table>

**Figure 7.** Estimate of the regional number of people with age–related macular degeneration (AMD) and contributing age groups in China in the years 2000 and 2010.
DISCUSSION

In this systematic review and meta-analysis, data-driven estimates and projections of AMD prevalence and burden in China were presented, both at the national level and at the regional levels. The results from this synthesised population-based data show that the burden of AMD in China is substantial. From 1990 to 2015, the prevalence of AMD fluctuated at around 5.2%, which translates to a total of 26.65 million affected individuals in 2015. By 2050, prevalence of AMD is expected to increase to 7.64%, with the corresponding number of affected individuals being 55.19 million. Substantial regional variation was found across the country, with AMD prevalence being the highest in South Central China and the lowest in the North-East. In terms of the total number of AMD cases, the greatest burden was in the South Central area, and the smallest in North-West China.

To the best of our knowledge, this study is the first attempt to estimate the prevalence and the burden of AMD in China and to make future projections. The comprehensive search strategies and strict inclusion and exclusion criteria ensured a well-designed analysis. Furthermore, the current study provided estimates of the prevalence and the number of affected AMD cases by AMD subtype, with this additional information being of particular clinical and public health relevance. Indeed, such information offers valuable, detailed insights into the burden of AMD in China. Critically, this study used the best available data to portray a complete picture of the public health burden of AMD in different regions. Therefore, it can serve as the basis for health policy making and resource allocation for AMD prevention and treatment initiatives. From a global perspective, this study complements the most recent Global AMD study, where insufficient data were available for national estimates and projections [3].

However, this study is not free from limitations. First, significant heterogeneity existed between all of the included studies, despite the strict inclusion and exclusion criteria applied. Like any meta-analysis, the findings of this study are only as good as the included primary investigations. Included studies did not come from across the country, thus the ability to generate provincial estimates of AMD prevalence and cases may be limited. Second, one NVAMD-like disease, polypoidal choroidal vasculopathy, is markedly more common in Asians [3,41,42], and taking into consideration that most population-based studies may have limited ability to distinguish between these two diseases (as suggested previously [3]), the prevalence and burden of NVAMD in the current study may be overestimated. In addition, as suggested by a previous meta-analysis, studies using fundus imaging with classifications, rather than the internationally recognised grading systems, are more likely to diagnose late AMD [13]. In this study, almost half of the included studies adopted the grading system proposed by the Chinese Medical Association, which may also have contributed to the peculiarly elevated prevalence rate of late AMD. A further point to raise is that only a limited set of variables were included and explored in the meta-regression analysis. This means that there could have also been further explanatory variables that may influence the presence of AMD. Moreover, the included demographic and geographic variables were mainly aggregate level data, and although efforts were made to extract data stratified by age, gender and location, the variation at the individual level may still be hidden. This may include smoking exposure, the habit of wearing sunglasses, and others. A further limitation of the study is that the estimates of regional prevalence and burden of AMD were based on the assumption that the pooled prevalence estimate for a specific region was homogeneous across all included provinces within this region, but this is quite unrealistic. Additionally, for regions that contributed only a few, or no actual AMD prevalence data points to the model, the model-based estimates may diverge quite considerably from the true prevalence. Finally, as reported in both previous reviews and substantiated in the current study; the prevalence of AMD and all its subtypes was stable over time [3,13]. Based on this assumption, the projections of the national prevalence and burden of AMD were actually based on the model-based age-specific prevalence and demographic changes during the next three decades. Thereby, the uncertainty of these projections may be largely dependent on the accuracy of age-specific prevalence model and the UNPD population projection. Bearing these limitations in mind, estimates presented in the current study should be interpreted judiciously.

In this study, the overall prevalence of AMD among the Chinese population was lower than the estimates in the Global AMD study, which reported an overall AMD prevalence of 6.86% in people living in Asia [3]. In the Global AMD study, the prevalence estimates for Asia were based on eleven studies conducted across Asia, among which, six came from south Asia (India, Singapore, and Thailand), three from China and two from Japan. Given the fact that AMD prevalence increases with decreasing latitude, as detected in both this study and a previous global geo-epidemiology study of AMD [15], it is not surprising that the overall prevalence of AMD in the current study is lower than that in Asia – as estimated by the Glob-
al AMD study. Moreover, the eleven studies in the Global AMD study were each published in the 21st century, whereas those included in this study distributed from 1990 to 2014. Although no secular trend of AMD was detected in either the Global AMD study or this study, the difference of the estimated AMD prevalence in these two studies can still be partly explained by the difference of ageing demographic structure [3,13,15].

In line with previous population–based investigations and synthesised analysis [3,14,43], this study confirms two common notions of AMD with strong evidence. First, AMD is a degenerative and progressive disease, with the prevalence of AMD dramatically increasing with age, and with age also found to be the only constant risk factor in the presence of any AMD and all its subtypes. Second, the prevalence of early AMD was found to be much higher than that of late AMD. This finding, however, should not be misinterpreted as late AMD contributing a smaller burden. Rather, most individuals with early AMD may not go on to develop the late–stage disease, and late AMD is a much more severe disease than early AMD [9,13].

In this study, the prevalence of late AMD in Chinese people in 2015 was found to be even higher than that of people living in Europe (1.13% vs 0.75), the continent's highest prevalence of both early and late AMD as revealed by the Global AMD study [3]. In view of the large population size in China, this striking finding highlights an urgent need for action on the prevention and treatment of late AMD, given its clinical significance. Compared to GA, the group of NVAMD represents a larger burden in Chinese population because the prevalence and number of people with NVAMD were estimated as around twice higher than those of GA. This phenomenon has been reported in some individual investigations [44,45], although it has not been universally acknowledged [13]. This finding is still of particular importance for the secondary prevention, especially for NVAMD, whose progress to sight loss could be slowed considerably by current treatment approaches – such as the use of anti–vascular endothelial growth factor agents [46,47].

In this study, AMD was found to be more prevalent in urban populations than in rural populations, with possible explanations for this disparity being the difference in environments (eg, UV exposure), as well as lifestyles (eg, education, profession and level of physical activity). While it is not possible to say precisely what the determinants are, this study clearly shows that people living in rural areas with a self–sustained economy are less likely to be affected by AMD [48,49].

A gradient of decreasing prevalence of AMD was noted in increasing latitude, which suggests that the special climate and environmental factors in geographical areas approximating the equator may accelerate the development of AMD. One common hypothesis is that AMD is associated with the amount of insolation [15]. However, the indicator of average annual insolation was only found to be significantly associated with late AMD in this present study. There are two possible reasons for this. First, annual insolation data were averaged over a 22–year period (July 1983 – June 2005), which may represent a considerable time–lag [50,51]. Second, the relation between insolation and the prevalence of AMD may not be a monotone function, the global geo–epidemiology study of AMD revealed higher prevalence rates of AMD in locations with insolation ≤3 kWh/m2/d compared with those with insolation >3 kWh/m2/d [15]. Although this interesting relation was not studied further because of limited data availability, the negative relation between latitude and AMD prevalence is an interesting hypothesis to explore in future Chinese AMD epidemiological studies.

Male gender was indicated as a risk factor for early AMD and NVAMD in the univariable regression analysis of this study. This is in contrast to previous reviews and individual investigations of populations of European ancestry, where females were reported to have a higher risk of developing NVAMD [13,45,52]. However, this study is underpowered to further confirm the observed gender difference in multivariable regression analysis. In the multivariable analysis of the prevalence of any AMD, no evidence of gender difference was found after adjusting for a priori demographic and geographic variables. This finding is consistent with the previous Global AMD study [3].

Variation in AMD prevalence and burden was noted in different geographic locations in China. The variation was mainly driven by the different demographic structures and the intrinsic environmental characteristics of these regions. According to the estimates for the six regions, AMD epidemics continue to be concentrated in the most populous South Central China. Taken together, these findings are of a particular public health interest in national health service allocation. Based on this study, more epidemiological investigations are required in order to make the regional estimates of subtypes of AMD in the future.

This work has important implications both in academic and public health areas. Future epidemiological studies of AMD in China would benefit from greater standardisation and improved design, ideally adopting internationally recognised grading systems and presenting results for different subtypes. In addition,
as AMD is a priority eye disease that may lead to severe visual impairment or even blindness, its potential burden on individuals and health systems is particularly large in resource-limited settings [1,2,17]. Thus, localised epidemiological surveys should be conducted in socio-economically disadvantaged provinces, such as Tibet. From the national perspective, the public health impact of AMD is not only limited to the number of people affected, but also brings about multiple diagnostic and treatment challenges arising from this condition [53,54]. It is prudent to address the importance of primary prevention, such as smoking cessation [11,55], lifestyle modification, antioxidant therapy [56], and the use of hats and sunglasses [57]. In the meanwhile, the treatment of NVAMD is already available (although rather expensive) [47,38,59]. Given the remarkable potential economic burden on the society, government efforts must be taken to ensure the availability of health services to address AMD from the points of diagnosis and treatment, and even prevention when available.

To conclude, this systematic review and meta–analysis provides the first comprehensive and up–to–date estimate of AMD prevalence and burden in China. The results from this study indicate that the burden of AMD is substantial in China, with great variance among different subtypes and geographic regions. In the next decade and beyond, the ageing demographic will make this burden even larger. Improved epidemiological studies are still needed to inform optimal implementation of eye care programmes in China.
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Background Chronic obstructive pulmonary disease (COPD) is set to become the third most frequent cause of death and also the third largest cause of global morbidity by 2020. In China, where the population is aging rapidly, COPD has become one of the leading causes of disability and a large economic burden. An epidemiological assessment of the COPD in China is required, with a focus on the number of cases living with disease, main determinants of the disease and time trends.

Methods. We systematically searched large Chinese bibliographic databases and English databases to identify spirometry–based epidemiological studies of the prevalence of COPD in China diagnosed according to GOLD criteria. We estimated age– and gender–specific prevalence of COPD using a multilevel mixed–effect logistic regression. We also presented the time trends of COPD between 1990 and 2010 by age, gender and setting (urban vs rural).

Findings In 1990, the prevalence of COPD ranged from 0.49% (95% CI = 0.29–0.85) in <20 years group to 20.95% (95% CI = 14.04–27.04) in >80 years group, and the crude prevalence for China was 2.70% (95% CI = 1.86–3.51). In 2010, the prevalence in <20 years was 0.55% (95% CI = 0.37–1.04) and in >80 years was 22.89% (95% CI = 18.13–28.96), with the crude prevalence for China of 3.84% (95% CI = 3.30–4.77). The COPD prevalence in males was about two–fold higher than in females, and it increased with increasing age. Between 1990–2010, the total number of Chinese people living with COPD increased by 66.73%, from 30.90 million (95% CI = 21.28–40.02) in 1990 to 51.52 million (95% CI = 44.26–63.93) in 2010. This increase was most striking in middle age, and greater in females than in males from 30 years up to 64 years. Our estimates, which used an independent approach to acquiring data and development of analytical methods, and were based on a more complete data set, are remarkably similar to those produced recently by the GBD 2013 collaboration, differing by only about 5% in the estimated number of COPD cases in 1990 and by 1% in 2010.

Conclusions COPD is a highly prevalent disease in China and its importance is growing steadily. The number of people living with COPD has increased substantially between 1990 and 2010. COPD is more frequent in males and in rural areas. Optimised primary and secondary prevention and treatment is urgently needed to counter this growing trend. Improved epidemiological studies will be required to assist development of more effective strategies of prevention and treatment of COPD in China in the next decade and beyond.
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The online version of this article contains supplementary material.
Chronic obstructive pulmonary disease (COPD), characterized by progressive airflow limitation that is not fully reversible, is a major cause of chronic morbidity and mortality. It also carries a substantial financial burden on the society [1–4]. It is estimated that COPD was the sixth most frequent cause of death worldwide in 1990, and will become the third by 2020 [5,6]. Within the same time frame, COPD is also projected to become the third largest cause of global morbidity [5,7]. Cigarette smoking is the major risk factor for COPD, and others include occupational exposures, air pollution, airway hyper–responsiveness and asthma, while genetic predisposition may also play some role [8–11]. The startling spread of this global health epidemic is occurring as a result of the continuous exposure to COPD risk factors and the general aging of the global human population [5,12,13]. In China, where the population is aging very rapidly as a result of improved living conditions, urbanization, high economic growth and family planning [14,15], COPD has become the leading cause of disability [16], resulting in a very large economic burden [17–19]. Furthermore, the Chinese population is also at high risk of developing respiratory diseases because of indoor and outdoor pollution [10,20,21]. All the aforementioned factors indicate that COPD may present a large challenge for the Chinese health care system in the foreseeable future.

Despite growing evidence of epidemiological and economic impact, the availability of accurate disease burden estimates for COPD in China is challenged by the fact that COPD is often underdiagnosed or misdiagnosed [1,11]. Up–to–date information about the prevalence of COPD in general population is essential to inform stakeholders and guide health services allocation [22]. However, the evidence on the prevalence of COPD in the Chinese population is quite inconsistent, probably due to variation in case definition and diagnostic methods, or study population characteristics [20,23]. The latest Global Burden of Disease (GBD) 2013 study revealed a prevalence of COPD of 7.3% (95% CI = 6.7%–7.9%) in Chinese population aged 40 years and above in the year 2013 [23]. The GBD 2013 study only included studies of high quality, but the limited number of included studies on COPD prevalence in China could have also limited the authors’ ability to address the burden across the whole country. In addition, COPD becomes progressively more common with age, and it could also develop relatively early in life, while previous studies in China mainly focused on middle–aged populations [24,25]. It is, therefore, worth exploring the burden of COPD across the entire lifespan. Another feature of COPD is that its prevalence is likely associated with the greatest socioeconomic inequality in comparison to other common diseases, as COPD is generally believed to disproportionally affect the poor [17,22,26]. In China, difference between the urban and rural setting provides a chance to explore the influence of socioeconomic factors and we are not aware of a systematic analysis of urban–rural differences at the national level.

Large Chinese bibliographic databases provide a considerable amount of information that should allow studying the epidemiology of disease in China [27,28]. In addition, spirometry method – which is the gold standard for the diagnosis of COPD [1,29] – has been widely adopted as an accurate estimate of the true burden of COPD in more recent epidemiological studies in China. This provides an opportunity to systematically assess the burden of COPD in China based on a standard case definition and diagnostic method. In this study, we conducted a comprehensive systematic review, in both Chinese and English databases, to analyze published population–based studies of COPD prevalence in China from 1990 onwards, based on spirometry as a diagnostic tool. We also presented the time trends of COPD between 1990 and 2010 by age, gender and setting (urban vs rural).

**METHODS**

**Systematic review and data extraction**

We used CNKI, WanFang, CBM and PubMed academic databases to retrieve publications on COPD prevalence in China. Parallel searches of the databases were conducted by two independent trained reviewers (Chinese databases: XL and WC; English database: KYC and ANP). The search was limited to studies published between 1990 and 2014 (Figure 1). The initial screening of the four databases returned 5237 results from CNKI, 6151 from the WanFang, 3205 from CBM, and 970 from PubMed, respectively. 382 studies were retained after excluding duplicates within and between databases, studies with no numerical values, studies conducted outside mainland China, review articles, viewpoints, conference abstracts. The process is documented in detail in Figure 1.

Further steps included obtaining full–text versions of the retained 382 articles and checking whether they met the minimum quality criteria to be used for further analyses and modelling. Studies were subsequently excluded if they were not prospective in design, not population based, did not report spirometry data on COPD prevalence, did not follow the Global Initiative for Chronic Obstructive Lung Disease (GOLD)
standard of a fixed post–bronchodilator ratio of FEV1/FVC less than 0.7, did not have full text available, or contained insufficient or inconsistent data.

Statistical analysis

In the data extraction procedure, individual studies were used to provide multiple data points which contributed to the overall data set. To take into account the sample size and the availability of different data points from the same study, a multilevel mixed–effect logistic regression was adopted with a restricted cubic spline [30,31]. This was then used to model the COPD prevalence as a function of age. Based on a total of 419 data points extracted from 67 studies with spirometry–based diagnosis of COPD, the gender– and age–specific prevalence of COPD in China was estimated. We further estimated the corresponding 95% confidence intervals (CIs) by applying the semiparametric bootstrapping method [32].

The number of gender–specific COPD cases in China in a population 20 years and older in a given year was calculated by multiplying the estimated gender–specific prevalence for each 5–year age group with the corresponding 5–year population in the same year, available from the United Nations Population Division (UNPD). This was performed for the years 1990, 2000 and 2010. Then, the gender–specific prevalence of COPD for the population aged <20 years was calculated by dividing the aggregated number of COPD cases observed in this age group (which was rather small) with the aggregated size of the corresponding population in this age group. This was done across the age groups 0–4, 5–9, 10–14 and 15–19 years old. The total number of people living with COPD was derived by adding together the numbers of males and females living with COPD, and the overall COPD prevalence was calculated by dividing the total number of COPD cases with the total size of the population in a given year. All the analyses were conducted in R v3.3.0 (R Development Core Team; http://www.R–project.org).

RESULTS

The characteristics of the 67 retained cross–sectional studies are shown in Table S1 and Table S2 in Online Supplementary Document: the studies were typically large, published mainly in the past decade and led by multi–disciplinary teams of specialists. Geographically, the studies covered all 31 provinces/municipalities/autonomous regions of mainland China.

The 67 retained studies incorporated 759,461 people tested for COPD, 45,197 of whom were diagnosed with COPD using the spirometry method. Across most of the age spectrum in adulthood (20 years and
more), there were large sample sizes providing substantial numbers of data points, except for the very old age (>80 years). A total of 47 studies provided the gender-specific prevalence information. Figure 2 shows the gender-specific relationship between the COPD prevalence and age, based on all the informative data points. Generally, the prevalence of COPD increased steadily with age in both males and females. In males, it reached a prevalence of about 25% by the age of 80 years, and in females it was about twice less prevalent. Based on the information from the 47 studies, the estimates of COPD prevalence for males and females in the years 1990, 2000 and 2010 are shown in Figure 3. Across all three years, the prevalence of COPD was consistently greater in males than in females, and the difference was most pronounced in older adults.

A total of 56 studies provided the setting-specific prevalence information. The comparison of COPD prevalence between urban and rural dwellers in the years 1990, 2000 and 2010 is presented in Figure 4. Similar to the comparison of gender-specific prevalence, there was a marked difference in COPD prev-

Figure 2. Gender and age-specific prevalence of chronic obstructive pulmonary disease (COPD) in China based on the information from the systematic review. The size of each bubble is proportional to the sample size, where at younger (<20 years) and older (>80 years) groups, the regression lines are based on fewer data points.

Figure 3. Chronic obstructive pulmonary disease (COPD) prevalence for males and females in the years 1990, 2000 and 2010, with 95% confidence intervals.

Figure 4. Chronic obstructive pulmonary disease (COPD) prevalence for urban and rural dwellers in the years 1990, 2000 and 2010, with 95% confidence intervals.
The prevalence between urban and rural dwellers, where people in rural areas had higher COPD prevalence than those in urban areas.

The overall prevalence of COPD and the number of COPD cases were generated based on the UNPD demographic data, where no demographic information for urban and rural areas was provided, so the setting was not included in the final modelling process. The formula generated from the multilevel mixed-effect logistic regression is shown below:

$$\text{ln}(\text{odds}) = -13.388 + 0.004 \times \text{year} + 0.763 \times \text{gender} + 0.058 \times \text{age}_1 + 0.022 \times \text{age}_2 - 0.083 \times \text{age}_3 + 0.026 \times \text{age}_4 + u_i$$

Where:
- \(\text{odds} = p/(1-p)\), \(p\) indicates the prevalence of COPD
- \(\text{year}\) = calendar year
- \(\text{gender}\) = 1 for males and 0 for females
- \(\text{age}_1 - \text{age}_4\) are variables created in the process of fitting cubic splines (knots: 34.5, 49.5, 59.8, 71.7, 79.0)
- \(u_i\) = the study level random effect

After applying the estimates of age- and gender-specific COPD prevalence on UN Population Division’s demographic data, the prevalence of COPD in populations aged <20 years and ≥80 years were calculated.

From 1990 to 2010, the changes in the gender-specific COPD prevalence across all age groups are shown in Figure 5 and Table 1. Over the 20 years considered in this analysis, the prevalence of COPD increased.

### Table 1. Estimated gender- and age-specific prevalence of chronic obstructive pulmonary disease (COPD) in China in the years 1990 and 2010

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Male (%)</th>
<th>Female (%)</th>
<th>Overall (%)</th>
<th>Male (%)</th>
<th>Female (%)</th>
<th>Overall (%)</th>
<th>Rate of change (% 1990–2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20</td>
<td>0.65 (0.38–1.14)</td>
<td>0.31 (0.18–0.54)</td>
<td>0.49 (0.29–0.85)</td>
<td>0.72 (0.49–1.16)</td>
<td>0.34 (0.23–0.65)</td>
<td>0.55 (0.37–1.04)</td>
<td>10.77 9.68 12.24</td>
</tr>
<tr>
<td>20–24</td>
<td>1.26 (0.83–1.86)</td>
<td>0.59 (0.40–0.87)</td>
<td>0.94 (0.62–1.38)</td>
<td>1.35 (1.06–2.11)</td>
<td>0.64 (0.50–1.02)</td>
<td>1.01 (0.79–1.59)</td>
<td>7.14 8.47 7.45</td>
</tr>
<tr>
<td>25–29</td>
<td>1.67 (1.15–2.33)</td>
<td>0.70 (0.55–1.10)</td>
<td>1.25 (0.86–1.73)</td>
<td>1.79 (1.46–2.50)</td>
<td>0.84 (0.69–1.25)</td>
<td>1.33 (1.00–1.93)</td>
<td>7.19 6.33 6.40</td>
</tr>
<tr>
<td>30–34</td>
<td>2.22 (1.56–2.93)</td>
<td>1.05 (0.74–1.39)</td>
<td>1.66 (1.17–2.19)</td>
<td>2.37 (2.00–3.20)</td>
<td>1.12 (0.95–1.53)</td>
<td>1.76 (1.40–2.38)</td>
<td>6.76 6.67 6.02</td>
</tr>
<tr>
<td>35–39</td>
<td>2.93 (2.09–3.79)</td>
<td>1.39 (0.99–1.80)</td>
<td>2.20 (1.57–2.84)</td>
<td>3.14 (2.73–4.00)</td>
<td>1.49 (1.11–1.93)</td>
<td>2.33 (2.04–2.98)</td>
<td>7.17 7.19 5.91</td>
</tr>
<tr>
<td>40–44</td>
<td>3.88 (2.71–5.03)</td>
<td>1.85 (1.29–2.37)</td>
<td>2.90 (2.03–3.75)</td>
<td>4.13 (3.60–5.15)</td>
<td>1.98 (1.73–2.48)</td>
<td>3.09 (2.70–3.85)</td>
<td>6.96 7.03 6.55</td>
</tr>
<tr>
<td>45–49</td>
<td>5.18 (3.60–6.53)</td>
<td>2.48 (1.71–3.17)</td>
<td>3.90 (2.71–4.94)</td>
<td>5.54 (4.83–6.71)</td>
<td>2.66 (2.23–3.36)</td>
<td>4.13 (3.62–5.02)</td>
<td>6.95 7.26 5.90</td>
</tr>
<tr>
<td>50–54</td>
<td>7.02 (4.92–8.75)</td>
<td>3.41 (2.33–4.29)</td>
<td>5.31 (3.70–5.65)</td>
<td>7.49 (6.60–8.84)</td>
<td>3.64 (3.26–4.30)</td>
<td>5.63 (5.02–6.65)</td>
<td>6.70 7.06 6.03</td>
</tr>
<tr>
<td>60–64</td>
<td>12.77 (9.00–15.64)</td>
<td>6.39 (4.36–9.88)</td>
<td>9.60 (6.74–11.91)</td>
<td>13.50 (11.08–15.74)</td>
<td>6.82 (5.99–8.06)</td>
<td>10.24 (9.02–11.95)</td>
<td>6.34 6.73 6.00</td>
</tr>
<tr>
<td>Total</td>
<td>3.47 (2.40–4.49)</td>
<td>1.88 (1.28–2.47)</td>
<td>2.70 (1.86–3.51)</td>
<td>4.91 (4.22–6.00)</td>
<td>2.69 (2.32–3.37)</td>
<td>3.84 (3.30–4.77)</td>
<td>4.10 4.09 4.22</td>
</tr>
</tbody>
</table>
slightly in both males and females, which was also indicated in the model formula, where the annual rate of change in prevalence on a log odds scale was only 0.004. In 1990, the prevalence of COPD ranged from 0.49% (95% CI = 0.29–0.85) in younger people aged under 20 years to 20.95% (95% CI = 14.04–27.04) for those who were 80 years of age or older, and the overall prevalence was 2.70% (95% CI = 1.86–3.51). In 2010, the prevalence of COPD ranged from 0.55% (95% CI = 0.37–1.04) in people aged under 20 years to 22.89% (95% CI = 18.13–28.96) in people aged 80 years and above, with the overall prevalence in the Chinese population increasing to the level of 3.84% (95% CI = 3.30–4.77). The COPD prevalence between males and females differed consistently from 1990 to 2010, where the prevalence of COPD in males was around two–fold higher than in females, and this difference increased with increasing age. During 1990 to 2010, the overall prevalence of COPD increased by 42.22%. The most significant increases were in younger population who were under 20 years (12.24%) and older population aged 80 years and above (9.26%). The increasing rates were similar in males and females.

The estimates of the number of people living with COPD in China are shown in Table 2 and Figure 6. With the aging of the Chinese population during 1990–2010, the total number of Chinese people living

Table 2. Estimated numbers of people living with COPD in China in the years 1990 and 2010, and the rate of change from 1990 to 2010, by gender and age group

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20</td>
<td>1.50 (0.88–2.61)</td>
<td>0.66 (0.39–1.15)</td>
<td>2.16 (1.28–3.77)</td>
<td>1.44 (0.98–2.72)</td>
<td>0.57 (0.30–1.09)</td>
<td>2.00 (1.37–3.80)</td>
<td>–0.00, –13.64, –7.41</td>
</tr>
<tr>
<td>20–24</td>
<td>0.83 (0.55–1.22)</td>
<td>0.36 (0.24–0.53)</td>
<td>1.19 (0.79–1.75)</td>
<td>0.85 (0.60–1.32)</td>
<td>0.36 (0.28–0.58)</td>
<td>1.21 (0.95–1.91)</td>
<td>2.41, 0.00, 1.68</td>
</tr>
<tr>
<td>25–29</td>
<td>0.86 (0.59–1.19)</td>
<td>0.38 (0.26–0.52)</td>
<td>1.21 (0.85–1.71)</td>
<td>0.93 (0.76–1.34)</td>
<td>0.41 (0.34–0.61)</td>
<td>1.34 (1.01–1.95)</td>
<td>8.14, 7.89, 8.94</td>
</tr>
<tr>
<td>30–34</td>
<td>1.00 (0.79–1.32)</td>
<td>0.43 (0.30–0.67)</td>
<td>1.44 (1.00–1.98)</td>
<td>1.12 (0.94–1.51)</td>
<td>0.50 (0.43–0.60)</td>
<td>1.62 (1.37–2.19)</td>
<td>12.00, 16.28, 14.08</td>
</tr>
<tr>
<td>35–39</td>
<td>1.36 (0.97–1.75)</td>
<td>0.58 (0.41–0.75)</td>
<td>1.94 (1.38–2.50)</td>
<td>1.91 (1.60–2.43)</td>
<td>0.87 (0.77–1.13)</td>
<td>2.78 (2.43–3.56)</td>
<td>40.44, 50.00, 43.30</td>
</tr>
<tr>
<td>40–44</td>
<td>1.28 (0.90–1.66)</td>
<td>0.56 (0.39–0.72)</td>
<td>1.85 (1.29–2.38)</td>
<td>2.60 (2.26–3.22)</td>
<td>1.17 (1.04–1.47)</td>
<td>3.77 (3.29–4.70)</td>
<td>103.13, 108.93, 103.78</td>
</tr>
<tr>
<td>45–49</td>
<td>1.34 (0.93–1.69)</td>
<td>0.58 (0.40–0.74)</td>
<td>1.92 (1.33–2.43)</td>
<td>2.68 (2.33–3.24)</td>
<td>1.23 (1.08–1.50)</td>
<td>3.90 (3.42–4.74)</td>
<td>100.00, 112.07, 103.13</td>
</tr>
<tr>
<td>50–54</td>
<td>1.69 (1.19–2.11)</td>
<td>0.73 (0.50–0.92)</td>
<td>2.42 (1.69–3.03)</td>
<td>3.13 (2.70–3.70)</td>
<td>1.42 (1.27–1.67)</td>
<td>4.55 (4.06–5.37)</td>
<td>85.21, 94.52, 88.02</td>
</tr>
<tr>
<td>55–59</td>
<td>2.08 (1.46–2.60)</td>
<td>0.93 (0.65–1.19)</td>
<td>3.01 (2.11–3.78)</td>
<td>4.24 (3.10–4.98)</td>
<td>1.96 (1.72–2.33)</td>
<td>6.19 (5.92–7.31)</td>
<td>103.85, 110.73, 105.63</td>
</tr>
<tr>
<td>60–64</td>
<td>2.21 (1.56–2.71)</td>
<td>1.07 (0.72–1.32)</td>
<td>3.27 (2.28–4.33)</td>
<td>3.80 (2.35–4.80)</td>
<td>1.86 (1.69–2.20)</td>
<td>5.66 (4.99–6.61)</td>
<td>71.95, 77.14, 73.09</td>
</tr>
<tr>
<td>65–69</td>
<td>2.10 (1.49–2.73)</td>
<td>1.11 (0.76–1.38)</td>
<td>3.21 (2.24–3.91)</td>
<td>3.42 (2.32–4.51)</td>
<td>1.74 (1.52–2.04)</td>
<td>5.16 (4.54–5.95)</td>
<td>62.86, 56.76, 60.75</td>
</tr>
<tr>
<td>70–74</td>
<td>1.92 (1.35–2.31)</td>
<td>1.11 (0.75–1.39)</td>
<td>3.03 (2.10–3.71)</td>
<td>3.25 (2.81–3.75)</td>
<td>1.78 (1.52–2.12)</td>
<td>5.03 (4.33–5.87)</td>
<td>69.27, 60.36, 66.01</td>
</tr>
<tr>
<td>75–79</td>
<td>1.30 (0.94–1.55)</td>
<td>0.89 (0.62–1.11)</td>
<td>2.19 (1.56–2.60)</td>
<td>2.54 (2.28–2.86)</td>
<td>1.59 (1.41–1.83)</td>
<td>4.14 (3.60–4.70)</td>
<td>95.38, 78.65, 89.04</td>
</tr>
<tr>
<td>80+</td>
<td>1.03 (0.71–1.28)</td>
<td>1.03 (0.67–1.38)</td>
<td>2.06 (1.38–2.60)</td>
<td>2.27 (1.83–2.78)</td>
<td>1.90 (1.47–2.50)</td>
<td>4.17 (3.30–5.27)</td>
<td>120.39, 84.47, 102.41</td>
</tr>
<tr>
<td>total</td>
<td>20.50 (14.22–26.53)</td>
<td>10.40 (7.06–13.67)</td>
<td>30.90 (21.28–40.02)</td>
<td>34.18 (29.37–42.16)</td>
<td>17.36 (14.88–21.75)</td>
<td>51.52 (44.26–63.93)</td>
<td>66.73, 66.92, 66.73</td>
</tr>
</tbody>
</table>

Figure 6. Estimated numbers of people living with chronic obstructive pulmonary disease (COPD) in China by year and age group.
with COPD increased by 66.73%, from 30.90 (95% CI=21.28–40.02) million in 1990 to 51.52 (95% CI=44.26–63.93) million in 2010. Throughout this period, the number of COPD cases decreased by 7.41% in younger people aged under 20 years. The most significant increases were in those who were middle–aged (40–49 years and 55–59 years) and at older ages (80 years and above), with rates of change in the absolute number of cases in those age–groups above 100%. This increase was greater in females than in males from 30 years up to 64 years. In 2010, around two–thirds (66.34%) of the people living with COPD were males in China.

**DISCUSSION**

In this study, by systematically reviewing all published evidence of COPD prevalence databased on spirometry, and applying strict inclusion and exclusion criteria, we presented comprehensive and data–driven estimates of the COPD prevalence in China across the entire age range, and the differences between males and females, and urban and rural dwellers in China. As suggested by the Global Initiative for Chronic Obstructive Lung Disease (GOLD), a fixed post–bronchodilator ratio of FEV1/FVC less than 0.7 was used as the primary indicator of COPD diagnosis in our study [1]. In the present study, we estimated a national GOLD–defined COPD prevalence of 2.70% in 1990 and 3.84% in 2010, corresponding to 30.90 million and 51.52 million people living with COPD in 1990 and 2010 respectively. Our estimate for the year 2010 was similar to the estimate presented in the GBD 2013 study, which reported 32.44 million cases in 1990 and 54.79 million cases in 2013 [23]. Given that the estimates presented in GBD 2013 study were based on a limited number of studies that were mostly published after 2000, any differences in compared COPD number of cases for the year 1990 between these two studies – amounting to 1.54 million (or about 5% difference) – may be explained through this lack of data in the GBD 2013 study. Our estimate in 2010 is relevant to a point in time 3 years earlier than the GBD 2013 estimate, but based on our time trends we would expect our estimate for 2013 to be nearly identical to the GBD estimate, ie, just over 54 million cases (with difference of about 1%). In comparison with the results of the GBD 2013 study, where a slight decrease of a standardized COPD prevalence was reported between 1990 and 2013 (from 3.7% to 3.6% overall prevalence in the population), our study observed an overall increase trend of COPD prevalence during the two decades between 1990 to 2010 – from 2.70% to 3.84%. Our estimates were much in line with the increasing trend of COPD prevalence globally and in the Western Pacific region [4,11]. Further analysis from an epidemiological perspective will remain to be required to explore the temporal distribution of COPD prevalence in China. The detailed and systematic estimates of COPD prevalence and the number of cases in this study constitute the best currently available basis for policymaking, planning, and allocation of health and welfare resources related to the burden of COPD in China. The strength of this study arises from several measures that we took to derive the estimates. First, we did a comprehensive systematic review and thus included all available studies. Second, of all the measurement methods, we chose spirometry method as the diagnosis criteria, which served to avoid potential bias arising from the variation of measurement tools. Third, the estimate of prevalence was based on study points that came from many different locations China, which should ensure representativeness for the whole nation.

In view of the relation between COPD prevalence and age, our study confirms that COPD is a progressive and degenerative disease [11,33]. By estimating the prevalence of COPD in the Chinese population over the full age–span, we enabled a public health approach to prevention and treatment of COPD in younger population. It was important to note that COPD can also exist in early life, as suggested by previous studies [24,25]. Younger populations should therefore not be excluded from COPD screening programs. In our study, although the number of COPD people in <20 years decreased slightly during 1990 to 2010, the prevalence rate kept increase. Early diagnosis is very important, and disease–modifying therapies that can delay onset could have considerable potential for reducing age–specific prevalence [34].

As expected, the prevalence in males in China was much higher than in females. The excess was most likely to be explained by historic patterns of smoking and occupational exposures in Chinese men [4,20,35]. From a physiological perspective, it is also widely hypothesized that women are more vulnerable to the lung–damaging effects of cigarette smoking and biomass fuels, and more prone to develop COPD than men when they are at the same level of hazard exposure [35–37]. Our study showed a slightly higher increase of COPD prevalence and of the number of affected individuals in females than in males during 1990 and 2010. Based on this trend, it should be expected that prevalence of COPD in Chinese women is set to rise in the coming years, partly because of a markedly increasing rate of cigarette smoking in Chinese women [38,39].
The prevalence of COPD was consistently higher in rural areas than in urban areas in our study. This was in contrast with the global estimates, which show that COPD is more frequent in urban areas [4,40]. The possible explanation is the variation in classification of rural and urban settings across the world. In China, rural areas are generally those with less (or lower–quality) health resources and worse health outcomes in comparison to urban areas [41–44]. This urban–rural disparity of COPD prevalence may be associated with higher smoking rates, but also with prevalent indoor air pollution resulting from the burning of wood and other biomass fuels in rural populations [10,26,45]. In addition, lower socioeconomic status, lower health resources quality, and worse quality of cigarettes may also have contributed [20,21,26].

A striking increase of 66.73% in the absolute number of estimated COPD cases between 1990 and 2010 in China was indicated by our analysis. This increase was most prominent in middle-aged and older populations. The primary drivers of this increase were longer life expectancy in China, which led to an increase of the number of individuals in older age groups, and continuous exposure to risk factors, which led to an increase in prevalence among the middle-aged. The estimated number of 51.52 million people living with COPD in China in 2010 represents a very large burden for both China and the world, where an estimated number of 328 million people have COPD [46,47]. With the current trends of ageing in China [14,15], the numbers of individuals affected with COPD will continue to increase, particularly in older population. Elderly with medical care needs will constitute a burden on the health care system, and support for family caregivers may also be needed [14,44]. In young and middle-aged populations, the limitations in their ability to work and their overall mobility may not only lead to a reduced quality of life, but also bring an economic challenge to both individuals and the society [18–20]. Even among the affected individuals who only have mild symptoms, the effects of COPD may result in impaired quality of life. These effects might be profound in many poor settings, where continuous exposure to risk factors could accelerate the progress of the disease process [48,49].

Our study also had several potential shortcomings. Significant heterogeneity was seen between all of our included studies. This is not surprising, given that China is a diverse country with highly varied culture, levels of development and demographic characteristics. Although only studies that adopted the spirometry method and the GOLD criterion were included, in order to reduce the methodological variability, heterogeneity may still exist because of the differences among investigators in operating protocols, levels of training, adherence to guidelines and variations in implementation of the guidelines. Another possible cause for concern is that the results of meta-regression only took into account a limited set of covariates (ie, gender, age and urbanicity) because these were the only covariates that were broadly available. The scarcity of studies adopting unified definition of other covariates limited our ability to explore more possible effects. Our estimates, therefore, do not take into account the role of special sub–groups exposed to risk factors, such as smokers, household members who are exposed to biomass fuels used for home heating and cooking, workers with occupational exposures to dust, and people with tuberculosis. This is a shortcoming that needs to be addressed in future epidemiological studies of COPD in China. In addition, the estimates of prevalence in younger and older age groups were clearly less certain due to scarce data and require further refinement. Finally, although GOLD criteria are widely accepted as a diagnostic tool for COPD, they are prone to false-negative results among younger and false-positive among older adults, which should be taken into account [1,26]. We were also unable to account for the severity of COPD, particularly to characterise the burden of the early–stage COPD.

A growing amount of evidence suggests that ambient air pollution is a risk factor for COPD [10,50]. This hypothesis may be of particular interest in future COPD epidemiology studies in China, where a dramatic increase in emissions of ambient air pollutants has become a large societal concern [51]. Concern is often focused on observed air pollution levels in very large cities, but our analysis didn't find support for COPD prevalence being a larger problem in urban as opposed to rural areas.

Our work has implications in both the academic and public health areas. Epidemiological studies that are typically available in China on COPD could be designed better, with standardized diagnostic criteria and much better presentation of results, taking into account different covariates. Present gaps would ideally be filled by a national disease surveillance system, but this would need considerable and sustainable funding and training. Perhaps a more realistic approach would include high–quality epidemiology studies in large samples, such as Kadoorie study – which provided a large portion of all the data available for our study in terms of sample size [52,53]. Adopting standardized measures of COPD, with accurate assessments of the stage and severity of COPD, effectiveness of treatment and clear definition of study population sub–groups in relation to their risk exposure would all help. Currently, most people with COPD can only receive a diagnosis in the late stage of disease when symptoms are rather obvious [18]. Although
COPD is not a fully reversible disease, the benefits of earlier diagnosis and treatment have been well-established [11, 18]. Efforts should be taken to improve the quality and availability of health care resources to address COPD both from the point of prevention, diagnosis and treatment, especially in rural areas where the rates of COPD prevalence are higher. In the meanwhile, the importance of primary prevention should also be addressed, especially in primary care settings. Health education should focus on targeted populations based on the existing evidence [21]. Advocated measures include implementation of tobacco-free policies, adequate treatment of asthma and comprehensive strategies on reducing indoor pollution. [11, 18, 21].

CONCLUSIONS

In conclusion, results from this study have shown that COPD is a highly prevalent disease in China and its importance is growing steadily. The number of people living with COPD has increased substantially and nearly doubled between 1990 and 2010. COPD is more frequent in males and in rural areas. Optimal intervention delivery – both in primary and secondary prevention and treatment – is urgently needed to counter this growing trend. Improved epidemiological studies will be required to assist development of more effective strategies of prevention and treatment of COPD in China in the next decade and beyond.
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National and subnational prevalence and burden of glaucoma in China: A systematic analysis
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Background Glaucoma, the second leading cause of blindness, affects approximately 64.3 million individuals worldwide. In China, demographic ageing is in rapid progress. Yet detailed and up-to-date estimates of the scale of glaucoma are rare. We aimed to quantify and understand the prevalence and burden of glaucoma in China from 1990 to 2015, with projections until 2050.

Methods For this systematic review and meta-analysis, we searched China National Knowledge Infrastructure (CNKI), Wanfang, Chinese Biomedicine Literature Database (CBM–SinoMed), PubMed, Embase and Medline using comprehensive search strategies to identify all relevant articles that have reported the prevalence of glaucoma in the general Chinese population. We used a multilevel mixed–effect meta–regression to estimate the prevalence rates of primary open–angle glaucoma (POAG) and primary angle–closure glaucoma (PACG), and a random–effects meta–analysis to pool the overall prevalence of secondary glaucoma. United Nations population data were used to estimate and project the number of people with glaucoma from 1990 to 2050. Univariable and multivariable meta–regressions were conducted to assess the association between the prevalence of POAG and PACG and relevant demographic and geographic factors. The national burden of POAG and PACG in the years 2000 and 2010 were distributed to six geographic regions accordingly.

Results From 1990 to 2015, the prevalence of all glaucoma ranged from 2.59% (95% CI = 1.96–3.49) to 2.58% (95% CI = 1.94–3.47). For different subtypes of glaucoma, the overall prevalence of POAG ranged from 1.03% (95% CI = 0.67–1.58) in 1990 to 1.02% (95% CI = 0.67–1.57) in 2015, PACG from 1.41% (95% CI = 1.18–1.68) to 1.40% (95% CI = 1.17–1.68). The overall prevalence of secondary glaucoma was 0.15% (95% CI = 0.10–0.23) during this period. The number of people with all glaucoma in China was 5.92 million (95% CI = 4.47–7.97) in 1990, and 13.12 million (95% CI = 9.88–17.68) in 2015. This increasing trend was also witnessed in different subtypes of glaucoma. The number of people affected by POAG increased from 2.35 million (95% CI = 1.54–3.60) in 1990 to 5.22 million (95% CI = 3.40–7.98) in 2015, PACG from 3.22 million (95% CI = 2.70–3.84) to 7.14 million (95% CI = 5.97–8.53), and secondary glaucoma from 0.34 million (95% CI = 0.23–0.53) to 0.76 million (95% CI = 0.51–1.17). In 2015, more than half (54.42%) of the glaucoma cases were PACG, followed by POAG (39.79%) and secondary glaucoma (5.79%). By 2050, the number of all glaucoma cases in China will be 25.16 million (95% CI = 18.96–33.86). In the multivariable meta–regressions, the odds ratio (OR) for each decade’s increase in age was 1.43 (95% CI = 1.33–1.55) for POAG, and 1.65 (95% CI = 1.51–1.80) for PACG; males were more likely to have POAG (OR 1.36, 95% CI = 1.17–1.59), but less likely to have PACG (OR 0.53, 95% CI = 0.46–0.60) compared with females. After adjustment of age and gender, people living in urban areas were more likely to have POAG compared with those in rural areas (OR 1.54, 95% CI = 1.02–2.35). People in Northeast China were at a higher risk (OR 1.77, 95% CI = 1.07–2.94) of having PACG than people in East China. Among the six regions, East China owed the most POAG and PACG cases, whereas Northwest China owed the least.

Conclusions This systematic review and meta–analysis suggests a substantial burden of glaucoma in China, with great variances among the different age groups, genders, settings and geographic regions. With the dramatic ageing trend in the next three decades, the prevalence and burden of glaucoma will continue to increase. More elaborate epidemiological studies are needed to optimise public health strategies for mitigating this important health problem.
Glucoma, the second leading cause of blindness, is an optic neuropathy characterised by progressive structural and functional changes of the optic nerve, leading to a typical appearance of the optic disc and visual field damage if untreated [1–5]. People with glaucoma–induced visual impairment generally suffer from decreased vision–related quality of life (including reduced vision–dependent mobility, increased incidence of falls), and place a huge burden on caregivers and communities [6–9]. Glaucoma is often associated with a long and asymptomatic initial phase, and is usually unnoticed until its later stages, when extensive and irreversible damage has occurred [10,11]. In the late stage of the disease, the effects of medical and surgical treatment can be unsatisfactory, underscoring the importance of early detection and treatment [1,2,12]. As glaucoma has an uncertain prognosis, it requires lifelong management and follow–up to prevent further loss of vision [1,13,14]. The recognition of glaucoma’s pervasive nature and adverse impact on both individuals and society, and the documentation of the magnitude and distribution of glaucoma is of pronounced importance to inform clinicians and researchers, and will guide policymakers in health services allocation [9,15,16].

Globally, 64.3 million individuals, or 3.5% of the world’s population, have glaucoma; of these, about 5.7 million people are visually impaired and 3.1 million are blind [5,16]. Of the many subtypes of glaucoma, primary open–angle glaucoma (POAG) is the most common in nearly all regions, accounting for more than two–thirds (68.6%) of all glaucoma cases [15,16]. Geographically, POAG is believed to be particularly prevalent in Africa (4.2%); and least prevalent in Asia (2.3%); however, more than half (53.4%) of the global POAG cases are in Asia due to the relatively large population size of this region [16,17]. Compared with POAG, primary angle–closure glaucoma (PACG) is a less common subtype, but is more visually damaging [18]. PACG also disproportionally affects the global population; it is least common in North America (0.3%), but is the predominant type of glaucoma in Asian populations (1.1%) [16]. More than three quarters (76.7%) of the global PACG cases are in Asia [16,17]. Given the positive association of glaucoma prevalence and advanced age, glaucoma is expected to become an even larger public health concern in the coming decades [18–20]. This dramatic increase of glaucoma burden is also expected to be the case for the largest developing country – China – where rapid ageing of the population is under way [21–23].

The last three decades have seen a proliferation of population–based studies in China. The mounting volume of data on the prevalence of glaucoma in Chinese bibliographical databases allows us to explore the burden of glaucoma in China from a modelling approach [24–26]. However, epidemiological studies on glaucoma to date have been restricted to specific demographic and geographic features in China, and are therefore not generalisable to the overall Chinese population [27–30]. Because of the uncertainty and variation surrounding the epidemiological surveys on glaucoma, a systematic synthesis of the prevalence of glaucoma in China is particularly needed. The first study to pool the prevalence of primary glaucoma in China was published in 2013, which revealed an overall prevalence of 0.7% for POAG, and 1.4% for PACG [30]. The meta–analysis was based on 14 articles from 12 population–based studies published before 2009. No study has yet systematically appraised research into the prevalence of primary glaucoma in China published over the last nine years. Furthermore, considering that different subtypes of glaucoma may require different strategies for screening, prevention and treatment, there is a pressing need for a more updated effort to provide finer quantification of the relative magnitude across the main types of glaucoma, namely, POAG, PACG and secondary glaucoma, which is missing in the 2013 study [17].

To fill the gaps in the evidence matrix, in this study we used a comprehensive systematic review to synthesise the best available evidence from 1990 onwards. Based on the retained evidence, we assessed the prevalence and burden of glaucoma and its subtypes at both the national and subnational levels. The aims of this present study were: 1) to estimate glaucoma prevalence in China by using epidemiological modelling; 2) to estimate and project the overall prevalence and number of people with glaucoma at the national level from 1990 to 2050, and 3) to estimate the regional prevalence and number of people with glaucoma from 2000 to 2010.

**METHODS**

**Systematic review**

Our comprehensive systematic review was conducted and reported in line with the Preferred Reporting Items for Systematic reviews and Meta–Analyses (PRISMA) guidelines and the Guidelines for Accurate and Transparent Health Estimates Reporting (GATHER) statement [31,32].
Search strategy

A systematic literature search was performed to identify all relevant articles that have reported the prevalence of glaucoma in the general Chinese population. The searched databases included three Chinese and three English electronic databases: China National Knowledge Infrastructure (CNKI), Wanfang, Chinese Biomedicine Literature Database (CBM–SinoMed), PubMed, Embase, and Medline. The search strategy combined controlled vocabularies (e.g., Medical Subject Heading terms) and free text terms of prevalence (prevalence, incidence, mortality, morbidity, epidemiology), glaucoma and China (China, Chinese, Hong Kong, Macau, Taiwan); the specific search strategies for each database were adapted to fit their specific features (Table S1 in Online Supplementary Document). We restricted our searches to studies that were published between January 1990 and August 2017. No language restrictions were applied to the searches or search results. The reference lists of all included full-text articles were also scrutinised in detail to identify additional data sources.

Inclusion and exclusion criteria

The inclusion and exclusion criteria adopted in this study were developed based on the examination guidelines for glaucoma–related population–based studies [3,16,33]. To be included in this systematic review, studies had to be population–based and report the prevalence of glaucoma. We excluded studies that were hospital–based or conducted in a population that was not representative of the general population. Reviews, commentaries, studies that only adopted qualitative methods and studies that reported the number of eyes with glaucoma instead of the number of individuals were also excluded because they were not able to provide numerical estimates of glaucoma prevalence. Studies that did not include clear assessment methods of glaucoma or relied on self–reported diagnosis were also excluded. Although different case definitions and examination methods exist in identifying glaucoma cases, a remarkable similarity of glaucoma prevalence was noted across surveys despite variations in survey methodology and glaucoma definition [16,34–36]. In this systematic review, we did not exclude studies on the basis of their specific definitions of glaucoma or adopted instrumentation; the assessment of glaucoma should be independent of intraocular pressure (IOP) measurements, but rely on structural or functional evidence of glucomatous optic neuropathy evaluated by optic disc evaluation or visual field testing [3,16]. Therefore, studies were eligible to contribute data if the following standardised assessments were carried out in suspected cases of glaucoma: anterior chamber angle/depth evaluation by slit–lamp examination or gonioscopy, optic disc evaluation by ophthalmologists using slit–lamp biomicroscopy or fundus photography and visual field testing with automated static perimetry.

Study selection and data extraction

Search results from the six bibliographic databases were merged together and duplicate references were removed within and between the databases. All records were independently screened by two researchers (PS and JW) in two stages: screening of titles and abstracts, followed by the retrieval and screening of full–text articles. For multiple articles that reported results of the same individual study, those with the most comprehensive or most recent data were kept. Disagreements were resolved by consensus through discussion.

For the purpose of this study, glaucoma was classified into three main types: POAG, PACG and secondary glaucoma. Relevant data on different subtypes of glaucoma were separately extracted from the studies included. The pilot tested and refined extraction table included three modules:

1) Characteristics of the study: author(s), publication year, study setting (urban, rural or mixed), study location, geographic region, survey year, sampling method, study design (cross–sectional or cohort), whether anterior chamber angle/depth evaluation, IOP measurement, optic disc evaluation and visual field testing were conducted;

2) Characteristics of the investigated population: number of the sample, gender (male, female or mixed), and age (age range, mean or median age, or midpoint of the age range);

3) Prevalence estimates: the number of participants who had been tested and the number of people with glaucoma, by age group, gender, setting and glaucoma subtype, where available.

We classified the sites where the studies were conducted into six geographic regions following definitions of National Bureau of Statistics of China: East China, North China, Northeast China, Northwest China, South Central China, and Southwest China (Table 1) [37,38]. Missing data on survey years were imputed for two studies by subtracting three years from the published year, which was based on the average
time from survey to publication in studies with available data. In case of censoring age groups, eg, older than 80 years, the same width as other age groups in the same study was used to impute the missing age band.

**Statistical analysis**

**Epidemiological modelling of glaucoma prevalence**

Prevalence of POAG, PACG and secondary glaucoma was stabilised by using the logit transformation [39]. In this study, random-effects models were used throughout because of significant heterogeneity in the reported prevalence of POAG, PACG and secondary glaucoma between studies (Table S2 in [Online Supplementary Document](#)). The overall prevalence of secondary glaucoma was derived from the study-specific estimates using a random-effects meta-analysis model (DerSimonian and Laird method) [40]. For POAG and PACG, one individual study might have contributed multiple outcome measurements in the data extraction stage; to take into account the occurrence of different data points from the same study, a multilevel mixed-effect logistic regression approach was adopted [41, 42]. Before constructing epidemiological models of the prevalence for POAG and PACG, the association of prevalence estimates and each individual variable, ie, age, gender (male and female), setting (urban, rural and mixed), geographic region, and survey year, was explored using a univariable meta-regression; this was done for POAG and PACG separately. Age and gender were found to be the only common factors that were significantly associated with prevalence estimates of both POAG and PACG. For the purpose of estimating the national prevalence of POAG and PACG, an age- and gender-adjusted model was developed. Given that:

\[
\text{prevalence} = p = \frac{\text{glaucoma cases}}{\text{number of participants}}
\]

Then, the prevalence estimates were stabilised by the logit link,

\[
\text{logit}(p) = \ln\left(\frac{p}{1-p}\right) = \ln(\text{odds}) = \alpha + \beta_1 \times x_1 + \beta_2 \times x_2 + \ldots
\]

The prevalence of glaucoma was established as a function of age and gender:

\[
\text{logit}(p) = \alpha + \beta_1 \times \text{Age} + \beta_2 \times \text{Gender}
\]

Therefore,

\[
\text{odds} = \frac{p}{1-p} = e^{(\alpha + \beta_1 \times \text{Age} + \beta_2 \times \text{Gender})}
\]

And,

\[
\text{prevalence} = p = \frac{e^{(\alpha + \beta_1 \times \text{Age} + \beta_2 \times \text{Gender})}}{1 + e^{(\alpha + \beta_1 \times \text{Age} + \beta_2 \times \text{Gender})}}
\]

Finally, the age- and gender-specific prevalence of POAG and PACG was generated based on the above-mentioned model. The lower bound of age range was set as 45 years and the upper bound as 89 years because enough data were available for model construction in this broad age range.

**Estimation of national population with glaucoma from 1990 to 2015**

The national number of people with glaucoma (glaucoma “envelopes”) from 1990 to 2015 was derived by multiplying the prevalence of glaucoma with the population in China, available from the United Na-
tions Population Division (UNPD) [43]. For POAG and PACG, the numbers of age- and gender-specific cases were calculated by using their age- and gender-specific prevalence for each 5-year age group estimated in the above models. In view of the limited data availability, the age- and gender-specific prevalence of secondary glaucoma was not estimated, thus the overall prevalence pooled from 12 studies were used (Figure S3 in Online Supplementary Document). This was performed for the years 1990, 2000, 2010 and 2015 consecutively.

Projection of national population with glaucoma from 2020 to 2050

For our projection of people with glaucoma to the year 2050, the prevalence of POAG, PACG and secondary glaucoma was assumed to be constant over the next 33 years. This assumption was partly supported by our multivariable meta-regression model, where no significant changes of POAG and PACG prevalence with survey year were observed after adjusting the effects of age and gender. Based on the same procedures adopted in the estimation of national population with glaucoma from 1990 to 2015, the numbers of people with glaucoma from 2020 to 2050 were projected by taking UNDP Prospects data, which took into account mortality rates and fertility rates in its population projection [43].

Effects of demographic and geographic factors on the prevalence of POAG and PACG

To investigate whether the prevalence of POAG and PACG varied across different subgroups of the population, the associations of prevalence estimates and variables of interest were assessed by multivariable meta-regression, adjusting the effects of age and gender. Before model fitting, all variables were tested for correlation to avoid multicollinearity. The variables were selected based on our knowledge, previous studies and the availability of data in this present study, which included setting (urban, rural and mixed), geographic region, and survey year. As a rule, at least seven data points should be available for each variable [44].

Estimation of regional population with POAG and PACG from 2000 to 2010

The regional population with glaucoma was estimated at an envelope condition. This method was initially proposed by the Child Health Epidemiology Reference Group (CHERG) and has been widely adopted in disease burden research [45–47]. The national glaucoma cases were set as the glaucoma envelope, for POAG and PACG separately. Then the “POAG envelope” and the “PACG envelope” were split into the six subnational regions according to the different distributions of risk factors identified in the multivariable meta-regression models. This was conducted for the years 2000 and 2010, where regional population data were available from the fifth and sixth censuses of China [37,38].

All analyses were performed using R, version 3.3.0 (R Foundation for Statistical Computing, Vienna, Austria). The China base map was obtained as a shapefile from the Global Administrative Areas (GADM) database (GADM, 2015, version 2.0; www.gadm.org) and all maps were drawn by ArcMap version 10.1 (Environmental Systems Research Institute, Redlands, CA). A two-sided p-value of less than 0.05 indicated statistically significant difference for all analyses.

RESULTS

Summary of systematic review

Our initial search identified a total of 10609 citations for screening, after elimination of duplicates, 5387 records remained. After screening titles and abstracts, 623 potentially relevant full-text articles were reviewed for eligibility, of which 30 reported the prevalence of glaucoma and were included in the systematic review (Figure 1). A full list of the included studies is shown in Table S3 in Online Supplementary Document.

The 30 studies, published between 1995 and 2016, reported the prevalence of glaucoma with a geographical distribution covering all the six regions in China (Figure 2). The included studies were all cross-sectional, of which 20 studies reported the prevalence of POAG, 25 focused on PACG and 12 on secondary glaucoma. The detailed characteristics of every study are listed in Table S4 in Online Supplementary Document, and the main characteristics of the 30 studies are summarised in Table 2. More than half of the 30 studies were published in the past seven years, underlining the necessity for conducting our revision of the estimate. The included studies were generally larger, with the majority (60%, n = 18) being conducted in rural areas. Anterior chamber angle/depth evaluation, IOP measurement and
Figure 1. Systematic review flow diagram of studies on glaucoma prevalence in China. Note: *Reason 1–Studies that were not population-based; *Reason 2–Studies that were not based in China; *Reason 3–Papers with no numerical prevalence measure of glaucoma; *Reason 4–Studies that relied on self-reported diagnoses or didn’t conduct standardised assessments (anterior chamber angle/depth evaluation by slit-lamp examination or gonioscopy, optic disc evaluation by ophthalmologists using slit-lamp biomicroscopy or fundus photography and visual field testing with automated static perimetry) in at least glaucoma suspects; *Reason 5–Studies that were conducted in a population with unrepresentative characteristics (diabetic patients, people with reduced vision, etc.); *Reason 6–Multiple publications of the same study; *Reason 7–Papers with inconsistency between reported methods and presented results.

Figure 2. Geographical distribution of the included studies on glaucoma prevalence in China (n = 30).
optic disc evaluation were mostly undertaken in all participants, whereas visual field testing was largely used in glaucoma suspects.

Age- and gender–specific prevalence of POAG and PACG

Based on a substantial number of data points from the included studies, the gender–specific relationship between age and the prevalence of POAG and PACG was constructed (Figure 3). The informative data points covered a wide age spectrum from the mid–30s to the 9th decade, with the majority concentrating between the mid–40s to the mid–80s. Therefore, in the estimation of age– and gender–specific prevalence of POAG and PACG, the age range was set as from 45 years to 89 years.

Table 3 and Figure 4 show the estimated age– and gender–specific prevalence of POAG and PACG respectively. Generally, the prevalence of POAG and PACG both increased steadily with advanced age, and this positive relationship between age and prevalence rate was similar between genders, but more pronounced for PACG. In males, the prevalence of POAG ranged from 0.74% (95% CI = 0.48–1.14) in individuals aged 45–49 years to 3.02% (95% CI = 1.92–4.73) in those aged 85–89 years. The prevalence of POAG in females was slightly lower than that in males across the whole age spectrum from 45 to 89 years, ranging from 0.54% (95% CI = 0.35–0.84) to 2.24% (95% CI = 1.41–3.53). In contrast, the prevalence of PACG was consistently higher in females than in males. In females, the prevalence of PACG ranged from 0.91% (95% CI = 0.74–1.11) in those aged 45–49 years to 6.33% (95% CI = 4.98–8.02) in those aged 85–89 years. In males, the prevalence of PACG increased from 0.48% (95% CI = 0.39–0.60) in people aged 45–49 years to 3.44% (95% CI = 2.66–4.45) in elderly aged 85–89 years.

Table 2. Main characteristics of the included studies on glaucoma prevalence in China (n = 30)

<table>
<thead>
<tr>
<th>Characteristics of Study</th>
<th>Number of Studies (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year published:</td>
<td></td>
</tr>
<tr>
<td>1990–1999</td>
<td>2 (6.7)</td>
</tr>
<tr>
<td>2000–2009</td>
<td>12 (40.0)</td>
</tr>
<tr>
<td>2010–2017</td>
<td>16 (53.3)</td>
</tr>
<tr>
<td>Setting:</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>6 (20.0)</td>
</tr>
<tr>
<td>Rural</td>
<td>18 (60.0)</td>
</tr>
<tr>
<td>Mixed</td>
<td>6 (20.0)</td>
</tr>
<tr>
<td>Sample size:</td>
<td></td>
</tr>
<tr>
<td>&lt;500</td>
<td>8 (26.7)</td>
</tr>
<tr>
<td>500–1500</td>
<td>6 (20.0)</td>
</tr>
<tr>
<td>1501–2500</td>
<td>7 (23.3)</td>
</tr>
<tr>
<td>2501–5000</td>
<td>9 (30.0)</td>
</tr>
<tr>
<td>&gt;5000</td>
<td></td>
</tr>
<tr>
<td>Geographic regions:</td>
<td></td>
</tr>
<tr>
<td>North China</td>
<td>12 (40.0)</td>
</tr>
<tr>
<td>Northeast China</td>
<td>5 (16.7)</td>
</tr>
<tr>
<td>East China</td>
<td>4 (13.3)</td>
</tr>
<tr>
<td>South Central China</td>
<td>4 (13.3)</td>
</tr>
<tr>
<td>Southwest China</td>
<td>3 (10.0)</td>
</tr>
<tr>
<td>Northwest China</td>
<td>2 (6.7)</td>
</tr>
<tr>
<td>Anterior chamber angle/depth evaluation:</td>
<td></td>
</tr>
<tr>
<td>In all participants</td>
<td>28 (93.3)</td>
</tr>
<tr>
<td>In glaucoma suspects</td>
<td>2 (6.7)</td>
</tr>
<tr>
<td>IOP measurement:</td>
<td></td>
</tr>
<tr>
<td>In all participants</td>
<td>29 (96.7)</td>
</tr>
<tr>
<td>In glaucoma suspects</td>
<td>1 (3.3)</td>
</tr>
<tr>
<td>Optic disc evaluation:</td>
<td></td>
</tr>
<tr>
<td>In all participants</td>
<td>28 (93.3)</td>
</tr>
<tr>
<td>In glaucoma suspects</td>
<td>2 (6.7)</td>
</tr>
<tr>
<td>Visual field testing:</td>
<td></td>
</tr>
<tr>
<td>In all participants</td>
<td>4 (13.3)</td>
</tr>
<tr>
<td>In glaucoma suspects</td>
<td>26 (86.7)</td>
</tr>
</tbody>
</table>

Figure 3. Age– and gender–specific prevalence of primary open–angle glaucoma (POAG) and primary angle–closure glaucoma (PACG) based on the informative data points from the included studies. Note: The size of each bubble is proportional to the sample size. Overall, there were 86 data points for constructing the gender–specific relation between age and prevalence for POAG, and 103 for PACG.
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By extrapolating the estimated age- and gender-specific prevalence of POAG and PACG to UNPD data, the numbers of people with POAG and PACG were generated (Table S5 in Online Supplementary Document). At the national level, the overall prevalence of glaucoma was listed in Table 4. From 1990 to 2015, the prevalence of all glaucoma ranged from 2.59% (95% CI = 1.96–3.49) to 2.58% (95% CI = 1.94–3.47), indicating a slightly relative decreasing rate of 0.39%. For different subtypes of glaucoma, the overall prevalence of POAG ranged from 1.03% (95% CI = 0.67–1.58) in 1990 to 1.02% (95% CI = 0.67–1.57) in 2015, which yielded a relative decreasing rate of 0.97%. Similarly, the prevalence of PACG decreased by 0.71%, from 1.41% (95% CI = 1.18–1.68) in 1990 to 1.40% (95% CI = 1.17–1.68) in 2015. Based on

Table 3. Estimated gender-specific prevalence of POAG and PACG in China, by age group

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Prevalence of POAG (%), 95% CI</th>
<th>Prevalence of PACG (%), 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>45–49</td>
<td>0.74 (0.48–1.14)</td>
<td>0.54 (0.35–0.84)</td>
</tr>
<tr>
<td>50–54</td>
<td>0.88 (0.57–1.34)</td>
<td>0.65 (0.42–0.99)</td>
</tr>
<tr>
<td>55–59</td>
<td>1.05 (0.69–1.60)</td>
<td>0.77 (0.51–1.18)</td>
</tr>
<tr>
<td>60–64</td>
<td>1.25 (0.83–1.90)</td>
<td>0.92 (0.61–1.41)</td>
</tr>
<tr>
<td>65–69</td>
<td>1.50 (0.98–2.27)</td>
<td>1.10 (0.72–1.68)</td>
</tr>
<tr>
<td>70–74</td>
<td>1.79 (1.17–2.72)</td>
<td>1.32 (0.86–2.02)</td>
</tr>
<tr>
<td>75–79</td>
<td>2.13 (1.38–3.27)</td>
<td>1.57 (1.02–2.43)</td>
</tr>
<tr>
<td>80–84</td>
<td>2.54 (1.63–3.93)</td>
<td>1.87 (1.20–2.92)</td>
</tr>
<tr>
<td>85–89</td>
<td>3.02 (1.92–4.73)</td>
<td>2.24 (1.41–3.53)</td>
</tr>
</tbody>
</table>

POAG – primary open-angle glaucoma, PACG – primary angle-closure glaucoma, CI – confidence interval

Figure 4. Estimated age- and gender-specific prevalence of primary open-angle glaucoma (POAG) and primary angle-closure glaucoma (PACG) in China, with 95% confidence intervals.
12 individual studies, the overall prevalence of secondary glaucoma was pooled as 0.15% (95% CI = 0.10–0.23) and assumed as constant over the time frame of this research (Figure S3 in Online Supplementary Document).

With the ageing of Chinese population during 1990–2015, the total number of people living with glaucoma increased dramatically (Table 4). The number of people with all glaucoma in China was 5.92 million (95% CI = 4.47–7.97) in 1990 and 13.12 million (95% CI = 9.88–17.68) in 2015, indicating an overall increasing rate of 121.62% throughout this period. This increasing trend was also witnessed in different subtypes of glaucoma. For POAG, the affected cases increased by 122.13%, from 2.35 million (95% CI = 1.54–3.60) in 1990 to 5.22 million (95% CI = 3.40–7.98) in 2015. Similarly, the number of people with PACG increased by 121.74%, ranging from 3.22 million (95% CI = 2.70–3.84) in 1990 to 7.14 million (95% CI = 5.97–8.53) in 2015. Even for secondary glaucoma, whose overall prevalence was assumed as constant, the number of affected people also increased by 123.53% during 1990 to 2015, from 0.34 million (95% CI = 0.23–0.53) to 0.76 million (95% CI = 0.51–1.17). In 2015, more than half (54.42%) of the glaucoma cases were PACG, followed by POAG (39.79%) and secondary glaucoma (5.79%). From 1990 to 2015, the age group that contributed the most cases shifted from 55–59 years to 60–64 years for both POAG and PACG (Figure 5).

### Table 4. Estimated prevalence and number of people with glaucoma in China from 1990 to 2015, by glaucoma type

<table>
<thead>
<tr>
<th>Glaucoma Type</th>
<th>Prevalence of glaucoma (%)</th>
<th>Number of people with glaucoma (million, 95% CI)</th>
<th>Relative rate of change (%: 1990–2015)</th>
</tr>
</thead>
<tbody>
<tr>
<td>POAG</td>
<td>1.03 (0.67–1.58)</td>
<td>2.35 (1.54–3.60)</td>
<td>–0.97 (122.13)</td>
</tr>
<tr>
<td></td>
<td>1.02 (0.67–1.57)</td>
<td>5.22 (3.40–7.98)</td>
<td></td>
</tr>
<tr>
<td>PACG</td>
<td>1.18–1.68</td>
<td>3.22 (2.70–3.84)</td>
<td>–0.71 (121.74)</td>
</tr>
<tr>
<td></td>
<td>(1.17–1.68)</td>
<td>7.14 (5.97–8.53)</td>
<td></td>
</tr>
<tr>
<td>Secondary glaucoma</td>
<td>0.15 (0.10–0.23)</td>
<td>0.34 (0.23–0.53)</td>
<td>–123.53</td>
</tr>
<tr>
<td></td>
<td>(1.96–3.49)</td>
<td>0.76 (0.51–1.17)</td>
<td></td>
</tr>
<tr>
<td>All glaucoma*</td>
<td>2.59 (1.94–3.47)</td>
<td>5.92 (4.47–7.97)</td>
<td>–0.39 (121.62)</td>
</tr>
<tr>
<td></td>
<td>(1.94–3.47)</td>
<td>13.12 (9.88–17.68)</td>
<td></td>
</tr>
</tbody>
</table>

POAG – primary open–angle glaucoma, PACG – primary angle–closure glaucoma, CI – confidence interval

*All glaucoma includes POAG, PACG and secondary glaucoma.

Figure 5. Estimated gender–specific number of people with primary open–angle glaucoma (POAG) and primary angle–closure glaucoma (PACG) in China from 1990 to 2015, with contributing age groups.
Projection of national population with glaucoma from 2020 to 2050

In our projection analysis, the age- and gender-specific prevalence estimates of POAG and PACG, and the overall prevalence estimate of secondary glaucoma were all assumed as constant. By applying these estimates to the UNPD data up to the year 2050, the numbers of people with glaucoma were projected (Table S5 in Online Supplementary Document and Table 5). Unlike the slight declining trend of glaucoma prevalence between 1990 and 2015, from 2020 to 2050, the overall prevalence of all glaucoma is expected to increase from 2.64% (95% CI = 1.99–3.55) to 3.48% (95% CI = 2.63–4.69), which is a 32% increase. For different subtypes of glaucoma, the prevalence of POAG will also increase during this period, but at a lower rate (27%). In 2020, the prevalence of POAG is projected to be 1.05% (95% CI = 0.68–1.60), and then reach 1.33% (95% CI = 0.86–2.04) in 2050. The prevalence of PACG will show a greater increasing rate between 2020 and 2050, from 1.44% (95% CI = 1.21–1.72) to 2.01% (95% CI = 1.66–2.42), ie, by 40%.

The projected number of people living with glaucoma in China is also shown in Table 5. Between 2020 and 2050, the number of all glaucoma cases in China is expected to increase from 15.28 million (95% CI = 11.53–20.58) to 25.16 million (95% CI = 18.96–33.86), ie, by 65%. The increasing rates for POAG and PACG will also be notable within the same period. The number of people with POAG is expected to increase from 6.06 million (95% CI = 3.95–9.27) to 9.59 million (95% CI = 6.23–14.72), and those with PACG from 8.36 million (95% CI = 7.00–9.98) to 14.49 million (95% CI = 12.01–17.48), which will translate into the rates of increase between 2020 and 2050 of 58% and 73%, respectively. Due to the forecasted trend in population ageing over the next three decades, the number of secondary glaucoma cases is anticipated to also increase slightly, from 0.87 million (95% CI = 0.58–1.33) in 2020 to 1.08 million (95% CI = 0.72–1.66) in 2050; ie, an increase by 24.14%. During this period, PACG will remain the predominant subtype of glaucoma in China, followed by POAG and secondary glaucoma. From 2020 to 2050, the age group in which most POAG cases will be concentrated will shift from 65–69 years to 75–79 years, and the age group for PACG will shift from 65–69 years to 80–84 years (Figure 6).

Effects of demographic and geographic factors on the prevalence of POAG and PACG

Based on univariable and multivariable meta-regression models (Table 6), the effects of selected demographic and geographic factors on the risk of POAG and PACG were assessed. The univariable meta-regression indicated that age, gender and study setting were significantly associated with POAG, while PACG was associated with age, gender and geographic region. No evidence for secular trends was observed. After adjusting for age and gender in a multivariable meta-regression, the odds ratio (OR) for each increase in age by 10 years was 1.43 (95% CI = 1.33–1.55) for POAG, and 1.65 (95% CI = 1.51–1.80) for PACG. Males still showed a higher risk of POAG (1.36, 95% CI = 1.17–1.59), but a lower risk of PACG (0.53, 95% CI = 0.46–0.60) in comparison with females. People living in urban areas were more likely to have POAG compared to those in rural areas, with an OR of 1.54 (95% CI = 1.02–2.35). Among the six geographic regions, people in Northeast China were at a higher risk (1.77, 95% CI = 1.07–2.94) of having PACG than people in East China.

Table 5. Projected prevalence and number of people with glaucoma in China from 2020 to 2050, by glaucoma type

<table>
<thead>
<tr>
<th>Glaucoma Type</th>
<th>Prevalence of Glaucoma (%), 95% CI</th>
<th>Number of People with Glaucoma (Million), 95% CI</th>
<th>Relative Rate of Change (%), 2020–2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>POAG</td>
<td>1.05 (0.68–1.60)</td>
<td>6.06 (3.95–9.27)</td>
<td>26.67 (6.23–14.72)</td>
</tr>
<tr>
<td>PACG</td>
<td>1.44 (1.21–1.72)</td>
<td>8.36 (7.00–9.98)</td>
<td>39.58 (12.01–17.48)</td>
</tr>
<tr>
<td>Secondary glaucoma</td>
<td>0.15 (0.10–0.23)</td>
<td>0.87 (0.58–1.33)</td>
<td>–</td>
</tr>
<tr>
<td>All glaucoma*</td>
<td>2.64 (1.99–3.55)</td>
<td>15.28 (11.53–20.58)</td>
<td>31.82 (18.96–33.86)</td>
</tr>
</tbody>
</table>

POAG = primary open-angle glaucoma, PACG = primary angle-closure glaucoma, CI = confidence interval
*All glaucoma includes both primary glaucoma and secondary glaucoma.
Figure 6. Projected gender–specific number of people with primary open–angle glaucoma (POAG) and primary angle–closure glaucoma (PACG) in China from 2020 to 2050, with contributing age groups.

Table 6. Odds ratios for POAG and PACG in terms of age, gender, setting and geographic region from multilevel univariable and multivariable meta–regression models, with 95% confidence intervals

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>UNADJUSTED</th>
<th>AGE ADJUSTED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>POAG</td>
<td>PACG</td>
</tr>
<tr>
<td>Age (per decade)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.38 (1.30–1.47)*</td>
<td>1.58 (1.49–1.67)*</td>
</tr>
<tr>
<td>Gender:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1.39 (1.19–1.62)*</td>
<td>0.53 (0.46–0.60)*</td>
</tr>
<tr>
<td>Setting:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Urban</td>
<td>1.68 (1.13–2.51)*</td>
<td>0.90 (0.64–1.28)</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.93 (0.37–2.33)</td>
<td>1.13 (0.67–1.90)</td>
</tr>
<tr>
<td>Geographic region:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>North</td>
<td>1.44 (0.45–4.61)</td>
<td>1.81 (0.93–3.52)</td>
</tr>
<tr>
<td>Northeast</td>
<td>2.87 (1.37–6.01)*</td>
<td>1.41 (0.26–7.74)</td>
</tr>
<tr>
<td>Northwest</td>
<td>1.67 (0.79–3.41)</td>
<td>0.44 (0.05–4.07)</td>
</tr>
<tr>
<td>South Central</td>
<td>2.14 (0.45–10.14)</td>
<td>1.54 (0.72–3.28)</td>
</tr>
<tr>
<td>Southwest</td>
<td>1.48 (0.37–6.00)</td>
<td>1.51 (0.69–3.29)</td>
</tr>
<tr>
<td>Investigation year (per decade):</td>
<td>1.07 (0.58–1.98)</td>
<td>0.76 (0.30–1.15)</td>
</tr>
</tbody>
</table>

POAG – primary open–angle glaucoma, PACG – primary angle–closure glaucoma, CI – confidence interval
*Statistically significant.
†The effect of gender was estimated based on studies that reported gender–specific glaucoma prevalence.
‡The secular trend was evaluated based on studies that were conducted after the year 2000.

Regional population with POAG and PACG from 2000 to 2010

By taking the effects of age, gender and setting, the national POAG cases were distributed to the six geographic regions in China (Table 7). In 2000, the overall prevalence of POAG was 1.01% (95% CI = 0.66–1.55) in China, ranging from 0.96% (95% CI = 0.60–1.53) in Southwest China to 1.08% (95% CI = 0.75–1.54) in Northeast China. In 2010, the overall prevalence of POAG in China rose to 1.03% (95% CI = 0.67–1.57), and the regions with the highest prevalence of POAG were Northeast China (1.05%),
Table 7. Estimated prevalence and number of people with POAG in China from 2000 to 2010, by geographic region

<table>
<thead>
<tr>
<th>Region</th>
<th>Prevalence of POAG (%; 95% CI)</th>
<th>Number of people with POAG (million; 95% CI)</th>
<th>Relative rate of change (%; 2000–2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2000</td>
<td>2010</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>Prevalence</td>
<td>Cases</td>
<td>Prevalence</td>
</tr>
<tr>
<td>North China</td>
<td>1.01 (0.67–1.33)</td>
<td>0.38 (0.23–0.57)</td>
<td>1.00 (0.71–1.54)</td>
</tr>
<tr>
<td></td>
<td>1.02 (0.68–1.54)</td>
<td>0.35 (0.23–0.57)</td>
<td></td>
</tr>
<tr>
<td>Northeast China</td>
<td>1.08 (0.75–1.54)</td>
<td>0.30 (0.21–0.43)</td>
<td>–2.47 (0.71–1.54)</td>
</tr>
<tr>
<td>East China</td>
<td>1.04 (0.69–1.59)</td>
<td>1.02 (0.91–2.10)</td>
<td>1.00 (0.91–2.10)</td>
</tr>
<tr>
<td>South Central China</td>
<td>1.01 (0.65–1.57)</td>
<td>0.83 (0.73–1.75)</td>
<td>0.72 (0.63–1.59)</td>
</tr>
<tr>
<td>Southwest China</td>
<td>0.97 (0.60–1.53)</td>
<td>0.48 (0.38–0.97)</td>
<td>3.68 (0.63–1.59)</td>
</tr>
<tr>
<td>Northwest China</td>
<td>0.97 (0.62–1.53)</td>
<td>0.19 (0.18–0.43)</td>
<td>1.00 (0.62–1.53)</td>
</tr>
<tr>
<td>China</td>
<td>1.01 (0.66–1.57)</td>
<td>3.21 (2.86–6.72)</td>
<td>1.05 (0.67–1.57)</td>
</tr>
</tbody>
</table>

POAG – primary open-angle glaucoma, PACG – primary angle-closure glaucoma, CI – confidence interval

95% CI = 0.71–1.54) and East China (1.05%, 95% CI = 0.69–1.59), and that with the lowest POAG prevalence was Northwest China (0.98%, 95% CI = 0.62–1.53). From 2000 to 2010, the prevalence of POAG has risen in China, with an exception of Northeast China, where the prevalence of POAG decreased by 2.47%. The most marked increasing rate was observed in Southwest China (3.68%). In both 2000 and 2010, the distribution of POAG cases across the six geographic regions was similar, with the most cases in East China and the least in Northwest China. From 2000 to 2010, the greatest increase rate was in North China (46.13%), and the least in Southwest China (26.51%).

The number of people with PACG in China was distributed based on the multivariable meta-regression model of PACG and features of the six geographic regions (Table 8). In 2000, the overall prevalence of PACG in China was 1.38% (95% CI = 1.16–1.65), with the highest regional prevalence estimate in Northeast China (2.04%, 95% CI = 1.82–2.26) and lowest in South Central China (1.12%, 95% CI = 0.95–1.32). In 2010, the national prevalence of PACG rose by 1.30%, reaching to 1.40% (95% CI = 1.17–1.68), and the region with the highest prevalence of PACG was still Northeast China (2.06%, 95% CI = 1.84–2.30).

Table 8. Estimated prevalence and number of people with PACG in China from 2000 to 2010, by geographic region

<table>
<thead>
<tr>
<th>Region</th>
<th>Prevalence of PACG (%; 95% CI)</th>
<th>Number of people with PACG (million; 95% CI)</th>
<th>Relative rate of change (%; 2000–2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2000</td>
<td>2010</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>Prevalence</td>
<td>Cases</td>
<td>Prevalence</td>
</tr>
<tr>
<td>North China</td>
<td>1.48 (1.42–1.53)</td>
<td>0.55 (0.53–0.57)</td>
<td>–0.47 (1.41–1.52)</td>
</tr>
<tr>
<td></td>
<td>1.47 (1.41–1.52)</td>
<td>0.79 (0.76–0.82)</td>
<td></td>
</tr>
<tr>
<td>Northeast China</td>
<td>2.04 (1.82–2.26)</td>
<td>0.57 (0.51–0.64)</td>
<td>1.27 (1.84–2.30)</td>
</tr>
<tr>
<td>East China</td>
<td>1.27 (0.99–1.63)</td>
<td>1.24 (0.97–1.59)</td>
<td>–0.03 (0.99–1.63)</td>
</tr>
<tr>
<td>South Central China</td>
<td>1.11 (0.95–1.32)</td>
<td>1.24 (1.03–1.46)</td>
<td>–0.52 (0.94–1.31)</td>
</tr>
<tr>
<td>Southwest China</td>
<td>1.51 (1.22–1.87)</td>
<td>0.76 (0.70–1.09)</td>
<td>5.06 (1.28–1.97)</td>
</tr>
<tr>
<td>Northwest China</td>
<td>1.60 (1.26–2.03)</td>
<td>0.46 (0.36–0.58)</td>
<td>1.58 (1.27–2.07)</td>
</tr>
<tr>
<td>China</td>
<td>1.38 (1.16–1.65)</td>
<td>4.01 (3.66–5.23)</td>
<td>1.30 (1.17–1.68)</td>
</tr>
</tbody>
</table>

POAG – primary open-angle glaucoma, PACG – primary angle-closure glaucoma, CI – confidence interval
and that with the lowest PACG prevalence was still South Central China (1.11%, 95% CI=0.94–1.31). Within this time frame, the prevalence of PACG decreased in North China, East China and South Central China, but increased in Northeast China, Southwest China and Northwest China. The region with the greatest increasing rate of PACG prevalence was Southwest China (5.06%), and that with the greatest decreasing rate was South Central China (–0.52%). From 2000 to 2010, East China consistently harboured the largest share of PACG cases, while Northwest China has had the smallest share. Overall, the number of people with PACG increased from 4.37 million (95% CI = 3.66–5.23) to 6.01 million (95% CI = 5.03–7.18), which is a 37% increase over this period. This increase was also witnessed in every region, being the most marked in Northeast China (51%) and the least in Southwest China (28%).

DISCUSSION

Based on rigorous systematic review of existing evidence on glaucoma prevalence in China, this study offers a comprehensive estimate of the prevalence and burden of glaucoma in China at both national and subnational levels, and compares the relative magnitude of three main subtypes of glaucoma, ie, POAG, PACG and secondary glaucoma, in the general mainland Chinese population. From 1990 to 2015, the prevalence of glaucoma fluctuated at around 2.6%, corresponding to 3.92 million and 13.12 million people with glaucoma in the years 1990 and 2015, respectively. By 2050, the prevalence of glaucoma will rise to 3.48%, which equivalents to a total of 25.16 million affected people. Substantial evidence demonstrated that PACG was the predominant subtype of glaucoma in the general Chinese population, followed by POAG and secondary glaucoma. The geographic variations in the prevalence of POAG and PACG were also assessed, with urban dwellers at a higher risk of developing POAG than rural dwellers, and people living in Northeast China being more prone to PACG than people in East China. Because of the uneven population distribution in China, from 2000 to 2010, East China consistently harboured the largest share of both POAG and PACG cases, and Northwest China the least.

To the best of our knowledge, this study is the most up-to-date and comprehensive systematic review and meta-analysis to explore and present the national and subnational prevalence and burden of glaucoma in China. The principal strengths of this study are a reasonable coverage of the Chinese population, a comprehensive literature search, and a stringent approach to selecting studies for inclusion. Ultimately, this systematic review was built upon 30 individuals studies, which was more than double the number of studies included in the first systematic review on glaucoma in China [30]. With a wide geographical scope covering all the six geographic regions of China, the included studies ensured a sufficient power to conduct the estimates for both the whole nation and subnational regions. Furthermore, with the aim of limiting between–study heterogeneity due to methodological variations, the assessments of glaucoma in the studies included were based on structural or functional evidence of glaucomatous optic neuropathy, rather than IOP measurements, which in part guaranteed a very good detection ability of early–stage glaucoma. In addition, POAG in this study included persons with IOP at all levels [3,16]. Moreover, the prevalence and burden of secondary glaucoma in China was developed for the first time, which added new evidence to the epidemiology of glaucoma both domestically and globally.

Despite the strengths of this study, there are also multiple limitations. First, given the diversity of studies included in study design, targeted population, methods and settings, a relatively high degree of heterogeneity among studies included was observed. Although the estimates of POAG and PACG prevalence were generated based on meta–regression, by taking the effects of age, gender and geographic factors together, some factors other than chance may also be attributable to the observed variance, but could not be fully controlled. In this study, a key issue was that we didn’t choose to exclude studies based on consensus criteria for the definitions and grading systems of glaucoma, but rather relied on the examinations. This is because previous studies suggested a remarkable similarity among surveys with different survey methods and glaucoma definitions [16,34–36]. This approach for defining eligible studies has been widely adopted in previous systematic reviews on glaucoma prevalence, but it might still be influenced by the inherent subjectivity of interpreting ophthalmic images [16,17,34,35]. Second, compared with primary glaucoma, secondary glaucoma has been under–examined in epidemiological studies [16,17,48]. In this study, despite our extensive efforts to identify all the available evidence without language restrictions, the number of eligible studies that provided the estimate of secondary glaucoma prevalence was still not sufficient. Given that there was moderate heterogeneity between studies that reported the prevalence of secondary glaucoma, we acknowledge issues about the appropriateness of roughly reporting an overall prevalence of secondary glaucoma. Third, the projections of glaucoma were only based on the assumption
that the prevalence estimates will be constant, thus, changes in the number of people with glaucoma only reflect changes in demographic features of the next three decades. Although this assumption has been commonly adopted in the projection of disease burden, the power of projection analysis beyond the period of studies conducted is limited [16,17,49]. Forth, only the effects of age, gender, setting and geographic region were assessed in subgroup analyses by using both univariable and multivariable meta-regression; however, other relevant factors that were not obtained from the included studies may have also had a role. In addition, all these factors were aggregate level data, thus hampering the opportunity to explore the differences in effects at the individual level, or interaction between factors [50,51]. Fifth, the estimates of glaucoma prevalence were generated at the regional level at best. Any estimates at the provincial level were not possible, owing to the limited availability of data in each province. Taken collectively, the results presented in this study should be interpreted with caution.

The overall estimated prevalence of POAG in this study was slightly higher than that in the previous systematic review (1.0% vs 0.7%) [30]. The disparity between these two estimates might be explained by the combined effect of the different age and gender structures, and the different geographic features of the participants included in these two systematic reviews. Surprisingly, despite the substantial variation in the studies that were included as the basis for both reports, and further differences in adopted methods of meta-analysis, the prevalence of PACG in these two studies was almost identical – both at the level of 1.4%. This similarity in PACG prevalence supports the current understanding of the magnitude of PACG in China.

The prevalence estimates of POAG and PACG were notably associated with advanced age in both sexes; this strong positive relationship matches the natural history of primary glaucoma, which was described in many previous studies. This association confirms the commonly accepted notion that primary glaucoma is an age–related disease [36,52–56]. With increasing longevity, a striking increase in the prevalence and burden of glaucoma is likely, especially for primary glaucoma.

The distribution patterns of POAG and PACG by gender were opposite, with POAG being the predominant subtype of glaucoma in males, and PACG in females. The female predilection for PACG has been widely acknowledged in previous studies, and could be linked to the aetiology of disease, differences in biological factors and environmental exposures between sexes [30,55–58]. However, the evidence of gender effect on POAG is still conflicting [16,34,35,57]. The findings in the present study disagree with the first systematic review of glaucoma prevalence in China, where male predilection for POAG was not reported [30]. The discrepancy between these two studies might be explained by the inadequate study power to confirm associations. Further studies are still needed to explore the different effects of gender on the development of glaucoma, especially POAG, and for deciding different public health policies.

In view of the general understanding that secondary glaucoma is caused by other ocular or systematic disorders that may lead to an increase in intraocular pressure, rather than a normal degenerative process with ageing, it was expected that no effects of age, gender or geographic factors would be seen [48,53]. Only a pooled overall prevalence was generated for secondary glaucoma, with no separate subgroup analysis. In this study, the prevalence of secondary glaucoma was largely lower than that for East Asia (0.15% vs 0.39%) [17]. However, this relatively lower prevalence of secondary glaucoma, presented in this study, still needs to be confirmed with new data. There is little doubt that secondary glaucoma is less frequent in comparison with primary glaucoma; however, the disease burden caused by secondary glaucoma should never be underestimated or neglected, bearing in mind its visually destructive effects [53,54].

In China, PACG was estimated to be responsible for the largest share of glaucoma, followed by POAG and secondary glaucoma. This finding confirms previous studies, which concluded that Chinese people might be more likely to develop PACG than any other ethnic groups in the world [36,59]. Mechanisms underlying this phenomenon are controversial, but may be associated with the difference of anterior chamber and angle anatomy among races [18,60,61]. In addition, given that PACG is more common in females than males, and females have a longer life expectancy than males, the burden of PACG is considerably concerning [43]. The visual damages of PACG are more severe than of the other main subtypes of glaucoma, presenting an even greater public health challenge with a considerable social and economic impact [18,21].

The higher prevalence of POAG in urban than in rural settings is in agreement with findings from studies conducted in China, and also with many other regions across the world [16,17,30]. The reasons for this are not certain, but may be partly related to a higher myopia prevalence in urban areas, and to other potential risk factors for POAG that vary greatly between urban and rural areas. Hypertension, diabetes, diet,
physical activity and air pollution may also play a role [16,17,62,63]. With rapid urbanisation, the prevalence and burden of POAG may continue to increase in China [64,65]. For PACG, people in Northeast China had the highest prevalence. An explanation for this geographic variation is an evolutionary modification of shallower anterior chambers that resist corneal freezing [66,67]. However, these geographic variations might also be a product of differences in the studies included among regions. Future studies should be undertaken to assess geographical risk factors for glaucoma in more detail, to improve locally relevant policy-making on glaucoma.

The findings of this study add insight to our knowledge of the epidemiology of glaucoma and have clear policy implications for China. Together with an ageing demography, glaucoma, especially primary glaucoma, will place an ever-increasing burden on the already stretched health care services in China, unless proactive preventive strategies are put in place. Despite advances in medical treatment, a cost-effective approach for detecting and diagnosing glaucoma is still lacking [68–71]. Indeed, a strong need remains for the development of an appropriate prevention and treatment framework to counter the growing burden of glaucoma in China, especially in rural and poor areas where medical resources are unevenly distributed. National and local efforts are also needed for the formulation of better medical systems and effective public health strategies informed by evidence, such as reallocating medical resources, improving access to health care, and health education on the importance of early examination.

In the meantime, the need to scale up reliable data on glaucoma epidemiology in places where primary data have never been available has been highlighted in the present study. This is essential for both researchers and policymakers to improve understanding of the magnitude and distribution of this problem and the main risk factors. For a comprehensive assessment of glaucoma epidemiology in China, more robust evidence from studies using consistent methods across populations and further reviews of the prevalence of glaucoma is needed to corroborate the statements in the present study more reliably.

In conclusion, this contemporary systematic review and meta-analysis suggests a substantial burden of glaucoma in China, with considerable variation among the different age groups, genders, study settings and geographic regions. PACG is the predominant subtype of glaucoma in the general Chinese population, followed by POAG and secondary glaucoma. In the next three decades, the prevalence and burden of glaucoma will continue to increase with the current ageing trend. More elaborate epidemiological studies are needed to optimise public health strategies for mitigating this important health problem.
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Background Epilepsy is a major neurological disorder that affects approximately 65 million people worldwide. Globally, the burden of epilepsy is not evenly distributed, with more than 80% of sufferers residing in low– and middle–income countries. This study estimates the burden of epilepsy in mainland China from 1990 to 2015 and explores the variations of burden by age and gender.

Methods We conducted a systematic review of the peer–reviewed literature from 1990 to 2015 using Chinese and English academic databases (CNKI, WanFang, VIP and PubMed) to identify population–based prospective studies on the prevalence of epilepsy in mainland Chinese. Multilevel mixed–effects logistic regression was used to estimate the prevalence of lifetime epilepsy (LTE), and restricted cubic regression splines were applied to model the functional forms of the non–linear effects of age and LTE prevalence. Random–effects meta–analysis was used to obtain the pooled prevalence of 1–year active epilepsy (AE), 2–year AE and 5–year AE separately. To estimate the number of people with LTE and AE in the years 1990, 2000, and 2015, LTE and AE prevalence were multiplied by the total population of mainland China of the corresponding year.

Findings Analyses were conducted using 39 prevalence studies that met the inclusion criteria and comprised 77 separate data points (37 on LTE, 16 on 1–year AE, 12 on 2–year AE and 12 on 5–year AE). In 1990, the prevalence of LTE ranged from 1.31‰ (95% CI = 0.85–2.00) in the 0–4 age group to 2.42‰ (95% confidence interval CI = 1.60–3.65) in the 30–34 age group. By 2015, the LTE prevalence had increased to 4.57‰ (95% CI = 2.52–8.27) in the 0–4 group and 8.43‰ (95% CI = 4.71–15.04) in the 30–34 group. Over the 25–year period, the overall prevalence of LTE had steadily increased by 259%, from 1.99‰ (95% CI = 1.31–3.02) in 1990 to 7.15‰ (95% CI = 3.98–12.82) in 2015. The rates of increase were similar across the whole age spectrum, fluctuating around 250%. Between 1990 and 2015, the total number of people with LTE in mainland China increased by 328%, from 2.30 million (95% CI = 1.51–3.49) in 1990 to 9.84 million (95% CI = 5.48–17.64) in 2015. The pooled 1–year, 2–year, and 5–year AE prevalence were 3.79‰ (95% CI = 3.31–4.34), 4.08‰ (95% CI = 3.41–4.89) and 4.19‰ (95% CI = 3.42–5.13).

Conclusions The burden of LTE in China has increased substantially between 1990 and 2015, with the prevalence of LTE having more than doubled and the number of people with LTE more than tripled. The large amount of AE cases in China calls for optimal management and treatment. More high–quality epidemiological studies on LTE and AE prevalence are still needed.

Electronic supplementary material: The online version of this article contains supplementary material.
Epilepsy is a disorder of neuronal excitability, characterised predominantly by unpredictable and recurrent seizures of cerebral origin [1]. As one major neurological disorder, epilepsy affects approximately 65 million people worldwide, ranging from neonates to elderly [2–5]. The burden of epilepsy is not only limited in neurological deficits but also includes devastating psychological and psychiatric problems [6,7], influencing the quality of personal, familial and social life significantly [6,8,9]. If left untreated, epilepsy would be incapacitating and sometimes fatal. People living with epilepsy generally have higher disability and mortality rates [5,10,11]. Worldwide, it is estimated that mortality in people with epilepsy is two to three times higher than in the general population [12], while the Global Burden of Disease (GBD) study for 2013 estimated the disability–adjusted life year for epilepsy to be 253 per 100,000 people [13,14]. Although effective and cost–effective medications exist for controlling seizures, many people with epilepsy are excluded from treatments due to cultural, economic and other factors [11,15]. The global burden of epilepsy is not distributed evenly, with more than 80% of people with epilepsy residing in low– and middle–income countries (LMICs) [4,16], where the majority of people with epilepsy receive inadequate treatment and management [9,16].

Quality epidemiological data are crucial for estimating the burden of epilepsy which in turn serve to inform policies on resource allocation and disease management [17,18]. Over the past decades, the number of prevalence studies on epilepsy has grown considerably, making it possible to synthesise prevalence of epilepsy at a regional and global level [10,19–24]. Such estimates are valuable despite potential confounders that arise with the difference in sampling, case definitions, case ascertainment, and screening tools [10,21,23]. The prevalence estimates of epilepsy in developed countries are generally consistent with each other, whereas those in developing countries are often made for isolated geographical areas and they vary widely [10,22,23]. It is estimated that the prevalence of epilepsy in LMICs is twice as high as in high–income countries (HICs), making it an even more important global health issue in these settings [16,25].

Nevertheless, the reported prevalence of epilepsy is likely to be conservative, because underdiagnosis and misdiagnosis are common in resource–poor areas [10,25]. Furthermore, as a disease marked with stigma and prejudice across the world and throughout history, epilepsy may be largely concealed because of profound cultural and social restrictions [7,8,26]. The number of high–quality studies regarding the epidemiology of epilepsy in the developing world is quite small, which makes the estimate of epilepsy prevalence very difficult [10].

In China, although substantial economic development and improvement of health services occurred in the past decades, the diversity of development and demographic structures across the whole country still limits the opportunity for an estimate of epilepsy prevalence at the national level [19,27]. However, the large volume of data on the prevalence of epilepsy in Chinese bibliographical databases makes it feasible to explore the burden of epilepsy from a modelling approach [28,29]. For instance, Lian Gu and colleagues revealed an overall epilepsy prevalence of 2.89‰ in Mainland China by using the meta–analysis method [19]. However, no temporal trend has been analysed in their study, and the prevalence estimates were not conducted in a large age span, which may have limited their study to some extent. Moreover, as new evidence continues to emerge, such evidence synthesis should ideally be updated using a more detailed approach. For these reasons, we conducted a systematic review of the literature in both Chinese and English databases to analyse the temporal distribution of epilepsy prevalence in China from 1990 to 2015. We also investigated the variations in prevalence by age and gender.

METHODS

Literature search

We conducted a parallel systematic review of the published literature from 1990 to 2015 using PubMed and three Chinese databases; China National Knowledge Infrastructure (CNKI), Wanfang Data, VIP in accordance with the Preferred Reporting Items for Systematic Reviews and Meta–Analyses (PRISMA) Guidelines and the Guidelines for Accurate and Transparent Health Estimates Reporting (GATHER) statement [30,31]. The search strategy for PubMed was ((epilepsy) AND (China OR Chinese) AND (incidence OR prevalence* OR morbidity OR mortality)). The search terms for the Chinese databases were the term epilepsy in both China and English, and two versions of Chinese terms for ‘incidence’ and ‘prevalence’, attack rate, mortality, fatality, epi*, burden, epidemiological survey and cross–sectional investigation. The precise combination of the search term for the four databases search is detailed in Table S1 in the Online Supplementary Document.
Selection criteria

Our inclusion criteria were: (1) population–based studies; (2) studies of mainland Chinese populations in mainland China; (3) studies that provide prevalence of lifetime epilepsy (LTE) and/or active epilepsy (AE); (4) studies that include clear case definitions (the case definitions used to define a case of epilepsy are described in detail in Table S2 in Online Supplementary Document). Our exclusion criteria were: (1) case–control and hospital–based studies; (2) studies of populations outside of mainland China (including Hong Kong and Taiwan); (3) studies of specific areas; eg, mining or fishery districts; and (4) reviews and conference abstracts; (5) duplicate publications; (6) studies that included febrile convulsions and provoked seizures in their estimates of epilepsy prevalence; (7) studies with unclear case definitions; and (8) studies with inconsistent results.

Data extraction

Data were independently extracted (PS, YZ and XY for data in Chinese; PS, KYC and AP for data in English). A database was set up to record the extracted information which included names of authors, published year, study setting (urban and/or rural), medium year of data collection, sampling method, case definition, sample size, number of epilepsy cases, and epilepsy prevalence.

In epidemiological studies of epilepsy, the prevalence estimates of LTE and AE are generally reported separately, where the LTE prevalence is the proportion of individuals manifesting a disorder anytime during the earlier period of their life up to the point of investigation [32], and AE prevalence represents the proportion of individuals who have experienced at least two unprovoked seizures within a certain period of time (1 year, 2 years, and 5 years) up to the point of investigation [2,10,33,34]. In data extraction process, prevalence estimates were classified into these two exclusive groups based on the definitions or investigation methodologies provided in each study.

Statistical analysis

Our analysis of epilepsy prevalence was conducted for LTE, 1–year AE, 2–year AE and 5–year AE separately. For studies that provided estimates of LTE prevalence, multiple data points were available in each study to contribute to the overall database. To take into account the availability of different data points from the same study, meta–analysis via multilevel mixed–effects models was adopted [35]. To investigate whether LTE prevalence varied significantly according to different demographic factors (age and gender) or had a secular trend (study year), univariate meta–regression was adopted to test their significance consecutively. Restricted cubic regression splines were used to model the functional forms of the non–linear effects of age and LTE prevalence. Variables that significantly correlated with LTE prevalence in the univariate analyses were then included in the final multivariate regression model. Due to the paucity of studies that reported AE prevalence, effects of demographic factors and secular trends could not be explored using meta–regression. Instead, random–effects meta–analysis (DerSimonian Laird method) was applied to obtain the pooled prevalence [36].

To estimate the number of people with LTE and AE in the years 1990, 2000 and 2015, LTE and AE prevalence were multiplied by the population of China in the corresponding years using population data from the United Nations Population Division (UNPD) [37]. All the analyses were conducted in R v3.3.0 (R Development Core Team; http://www.R–project.org).

RESULTS

Systematic review

Our database searches returned 17,796 titles. After removing 8100 duplicates, and 9010 titles and abstracts that contained no information on epilepsy prevalence, and 47 papers with insufficient information on methods and results, 639 full–text papers were reviewed. Of the 39 full–text papers that met our inclusion criteria, 37 reported LTE prevalence, 16 reported 1–year AE prevalence, 12 reported 2–year AE prevalence and 12 reported 5–year AE prevalence (Figure 1).

Study characteristics

Table 1 summarises the key characteristics of the 39 studies. All studies were cross–sectional in design. Most of them were large studies published after 2000. Participants were typically investigated by neurol-
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Table 1. Main characteristics of the retained studies

<table>
<thead>
<tr>
<th>Characteristics of study</th>
<th>Studies with LTE prevalence (n = 37, %)</th>
<th>Studies with 1–year AE prevalence (n = 16, %)</th>
<th>Studies with 2–year AE prevalence (n = 12, %)</th>
<th>Studies with 5–year AE prevalence (n = 12, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year published:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990–1999</td>
<td>12 (32.4)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>2000–2009</td>
<td>16 (43.2)</td>
<td>11 (68.8)</td>
<td>8 (66.7)</td>
<td>7 (58.3)</td>
</tr>
<tr>
<td>2010–2016</td>
<td>9 (24.3)</td>
<td>5 (31.3)</td>
<td>4 (33.3)</td>
<td>5 (41.7)</td>
</tr>
<tr>
<td>Setting:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>4 (10.8)</td>
<td>1 (6.3)</td>
<td>1 (8.3)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Rural</td>
<td>21 (56.8)</td>
<td>14 (87.5)</td>
<td>10 (83.3)</td>
<td>10 (83.3)</td>
</tr>
<tr>
<td>Mixed</td>
<td>9 (24.3)</td>
<td>1 (6.3)</td>
<td>1 (8.3)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Both</td>
<td>3 (8.1)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Sample size:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000–10000</td>
<td>9 (24.3)</td>
<td>2 (12.5)</td>
<td>1 (8.3)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>10001–50000</td>
<td>17 (45.9)</td>
<td>11 (68.8)</td>
<td>9 (75.0)</td>
<td>10 (83.3)</td>
</tr>
<tr>
<td>50001–200000</td>
<td>8 (21.6)</td>
<td>2 (12.5)</td>
<td>2 (16.7)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>200001–900000</td>
<td>3 (8.1)</td>
<td>1 (6.3)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Screening tool:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHO questionnaire</td>
<td>14 (37.8)</td>
<td>9 (56.3)</td>
<td>7 (58.3)</td>
<td>7 (58.3)</td>
</tr>
<tr>
<td>ICBERG questionnaire</td>
<td>5 (13.5)</td>
<td>4 (25.0)</td>
<td>4 (33.3)</td>
<td>4 (33.3)</td>
</tr>
<tr>
<td>Self–designed questionnaire</td>
<td>10 (27)</td>
<td>1 (6.3)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Questionnaire based on ILAE/CMA/ BNI diagnosis</td>
<td>7 (18.9)</td>
<td>2 (12.5)</td>
<td>1 (8.3)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Not specified</td>
<td>1 (2.7)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Diagnosis of epilepsy:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By neurologists</td>
<td>27 (73.0)</td>
<td>12 (75.0)</td>
<td>9 (75.0)</td>
<td>10 (83.3)</td>
</tr>
<tr>
<td>By trained physicians</td>
<td>6 (16.2)</td>
<td>3 (18.8)</td>
<td>2 (16.7)</td>
<td>2 (16.7)</td>
</tr>
<tr>
<td>By trained investigators</td>
<td>2 (5.4)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Not specified</td>
<td>2 (5.4)</td>
<td>1 (6.3)</td>
<td>1 (8.3)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

ogists using standard international questionnaires (eg, by World Health Organization [WHO] or International Community–based Epilepsy Research Group [ICBERG]). For more details of the studies, see Table S2 in the Online Supplementary Document.

**Estimates of LTE prevalence and number of cases in China**

The 37 studies that reported LTE prevalence involved a combined total of 2,851,219 participants. Of these, 5,813 met the criteria for LTE diagnosis, giving an LTE prevalence of 2.04‰. A total of 274 specific data points based on age, gender and location provided the information on LTE prevalence. Based on these informative data points, the gender–specific relationship between age and LTE prevalence was explored and it is shown in Figure 2. Generally, the larger studies yielded lower LTE prevalence in both males and females across most of the age spectrum.

In the univariate meta–regression analysis (Table S3 in Online Supplementary Document), no gender difference was found in LTE prevalence, whereas age and study year were all significantly associated with LTE prevalence. The final formula generated from the multilevel mixed–effects meta–analysis is shown below:

\[
\ln(\text{odds}) = -106.597 + 0.050*\text{year} + 0.032*\text{age}1 – 0.081*\text{age}2 + 0.146*\text{age}3 + 0.058*\text{age}4
\]

Where:
- odds = p/(1–p), p indicates the prevalence of LTE
- year = calendar year
- age1–age4 are variables created in the process of fitting cubic splines (knots: 4.5, 24.5, 45.0, 54.5, 74.5)

Based on the final regression model, age–specific LTE prevalence in mainland China was calculated for the years 1990, 2000 and 2015 (Table 2 and Figure 3). In 1990, the prevalence of LTE was lowest in the 0–4 age group (1.31‰; 95% CI=0.85–2.00) and highest in the 30–34 age group (2.42‰; 95% CI=1.60–3.65). By 2015, this prevalence had increased by three–fold to 4.57‰ (95% CI=2.52–8.27) in the 0–4 age group and 8.43‰ in the 30–34 age group (95% CI=4.71–15.04). Over 25 years, the overall LTE prevalence had steadily increased by 259%, from 1.99‰ (95% CI=1.31–3.02) in 1990 to 7.15‰ (95% CI=3.98–12.82) in 2015. This rate of increase is similar across the entire age spectrum, fluctuating around 250%.

The estimated number of individuals with LTE in China was 2.30 million (95% CI=1.51–3.49) in 1990, and 9.84 million (95% CI=5.48–17.64) in 2015, which implied an overall increase of 328% throughout this period (Table 2 and Figure 4). The most significant increase of LTE cases was observed among peo-

![Figure 2. Age–specific prevalence of lifetime epilepsy (LTE) in China based on the data points from the included studies. Note: The size of each bubble is proportional to the sample size, the regression lines are based on the retained data points.](image-url)
### Table 2. Estimated age–specific prevalence of and numbers of people with lifetime epilepsy (LTE) in China in the years 1990, 2000 and 2015, and the rate of change from 1990 to 2015 by age group

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Prevalence of LTE (%)</th>
<th>Number of LTE cases (thousands)</th>
<th>Rate of change (1990–2015)</th>
<th>Prevalence (in %)</th>
<th>Number of cases (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–4</td>
<td>1.31 (0.85–2.00)</td>
<td>2.16 (1.60–2.90)</td>
<td>+250</td>
<td>4.57 (2.52–8.27)</td>
<td>173.05 (113.00–264.94)</td>
</tr>
<tr>
<td>5–9</td>
<td>1.53 (1.00–2.32)</td>
<td>2.52 (1.89–3.36)</td>
<td>+250</td>
<td>5.34 (2.96–9.60)</td>
<td>155.95 (102.60–236.98)</td>
</tr>
<tr>
<td>10–14</td>
<td>1.77 (1.17–2.69)</td>
<td>2.93 (2.21–3.88)</td>
<td>+250</td>
<td>6.20 (3.45–11.12)</td>
<td>174.30 (114.97–264.15)</td>
</tr>
<tr>
<td>15–19</td>
<td>2.02 (1.33–3.07)</td>
<td>3.34 (2.52–4.43)</td>
<td>+250</td>
<td>7.07 (3.94–12.67)</td>
<td>249.43 (189.85–347.31)</td>
</tr>
<tr>
<td>20–24</td>
<td>2.24 (1.48–3.40)</td>
<td>3.70 (2.78–4.91)</td>
<td>+250</td>
<td>8.23 (4.36–14.00)</td>
<td>288.19 (189.85–437.31)</td>
</tr>
<tr>
<td>25–29</td>
<td>2.38 (1.57–3.60)</td>
<td>3.92 (2.96–5.20)</td>
<td>+250</td>
<td>9.30 (5.63–14.83)</td>
<td>249.27 (164.44–377.22)</td>
</tr>
<tr>
<td>30–34</td>
<td>2.42 (1.60–3.65)</td>
<td>4.19 (3.02–5.26)</td>
<td>+250</td>
<td>10.41 (5.95–16.91)</td>
<td>205.79 (127.74–311.18)</td>
</tr>
<tr>
<td>35–39</td>
<td>2.37 (1.57–3.58)</td>
<td>3.91 (2.97–5.16)</td>
<td>+250</td>
<td>11.31 (6.36–18.26)</td>
<td>155.95 (102.60–236.98)</td>
</tr>
<tr>
<td>40–44</td>
<td>2.27 (1.50–3.43)</td>
<td>3.75 (2.78–4.91)</td>
<td>+250</td>
<td>12.31 (7.07–20.77)</td>
<td>249.43 (189.85–347.31)</td>
</tr>
<tr>
<td>50–54</td>
<td>2.02 (1.33–3.06)</td>
<td>3.33 (2.52–4.41)</td>
<td>+250</td>
<td>14.21 (8.03–24.59)</td>
<td>155.95 (102.60–236.98)</td>
</tr>
<tr>
<td>60–64</td>
<td>1.89 (1.24–2.88)</td>
<td>3.12 (2.34–4.17)</td>
<td>+250</td>
<td>16.08 (9.66–28.89)</td>
<td>205.79 (127.74–311.18)</td>
</tr>
<tr>
<td>65–69</td>
<td>1.88 (1.23–2.87)</td>
<td>3.11 (2.32–4.16)</td>
<td>+250</td>
<td>17.03 (10.57–29.71)</td>
<td>205.79 (127.74–311.18)</td>
</tr>
<tr>
<td>70–74</td>
<td>1.89 (1.23–2.92)</td>
<td>3.12 (2.30–4.24)</td>
<td>+250</td>
<td>18.01 (11.50–27.71)</td>
<td>205.79 (127.74–311.18)</td>
</tr>
<tr>
<td>75–79</td>
<td>1.91 (1.21–3.01)</td>
<td>3.15 (2.25–4.41)</td>
<td>+250</td>
<td>18.99 (12.49–28.29)</td>
<td>205.79 (127.74–311.18)</td>
</tr>
<tr>
<td>80+ years</td>
<td>1.94 (1.18–3.19)</td>
<td>3.20 (2.15–4.75)</td>
<td>+250</td>
<td>19.97 (13.46–28.49)</td>
<td>205.79 (127.74–311.18)</td>
</tr>
<tr>
<td>Total</td>
<td>1.99 (1.31–3.02)</td>
<td>3.36 (2.53–4.47)</td>
<td>+250</td>
<td>22.89 (15.14–34.92)</td>
<td>2299.87 (1514.15–3492.29)</td>
</tr>
</tbody>
</table>

Figure 3. Age–specific prevalence of lifetime epilepsy (LTE) in China in the years 1990, 2000 and 2015, with 95% confidence intervals.
ple aged 40 years and above, where the rates of change were all above 500%, and the highest was noted in people aged 80+ years. Most LTE cases were in individuals aged 20–24 years in 1990, and then shifted to the group of 25–29 years in 2015.

Estimates of AE prevalence and number of cases in China

As shown in Figure 5, the pooled 1–year AE prevalence across all time periods was 3.79‰ (95% CI = 3.31–4.34), and the 2–year and 5–year AE prevalence were slightly higher, as expected, amounting to 4.08‰ (95% CI = 3.41–4.89) and 4.19‰ (95% CI = 3.42–5.15) respectively. When these estimates are applied to the Chinese population size in the year 2015, the numbers of individuals with 1–year, 2–year and 5–year AE cases were estimated to 5.22 million (95% CI = 4.55–5.97), 5.61 million (95% CI = 4.69–6.73) and 5.77 million (95% CI = 4.71–7.09), accounting for more than half of all the contemporary LTE cases.

DISCUSSION

This study describes a comprehensive estimate of the prevalence of epilepsy in China from 1990 to 2015. Although this is the second attempt to summarize the available data on epilepsy prevalence in China, our study is the first (to the best of our knowledge) that provides robust estimates of LTE prevalence across the entire age range. It also reveals the prevalence of 1–year, 2–year and 5–year AE simultaneously in Chinese population. This is of particular clinical and public health interest, because individuals with AE may benefit more from treatment compared to those with LTE [10,33]. In addition, we also conducted a temporal analysis of LTE burden in China from 1990 to 2015. This innovative exploration is of potential
The magnitude of epilepsy burden in China, estimated in this study, represents a huge and significant public health and socioeconomic burden [34, 51]. The yearly AE prevalence of 3.79‰ in general population, which provides a basis for future studies, especially in the research of treatment gap for epilepsy in China [50]. However, because of the scarcity of studies that reported age- or gender-specific AE prevalence, we were not able to undertake some more detailed studies. Compared to the global yearly AE prevalence (4.6‰ in 2000 and 4.5‰ in 2000) [19], our estimate of yearly AE prevalence in 2015 was higher than their estimate for the period from 2006–2010 (7.15 ‰ vs 6.62‰), which is plausible given that a dramatic increase of LTE prevalence was encountered in our study.

When we perform comparisons to the global estimate of LTE prevalence, our estimate of LTE prevalence for the year 2015 (7.15‰) was even lower than the lower band of the estimated range in LMICs (8.75‰, 95% CI = 7.23–10.39) [26, 48]. In developed countries (4.9‰, 95% CI = 2.3–10.3), but less than in developing countries [19]. Despite the higher rates of spontaneous remission of epilepsy cases, given that fact that epilepsy is still a highly stigmatising disorder in China, any concealment could make these estimates even higher [26, 39].

Epilepsy is known to affect people of all ages, though more frequently affecting young people [40]. The estimates in our study indicated that the LTE prevalence peaked at individuals aged 30–34 years. This finding confirms the statement made in previous studies that the epilepsy is generally a disease of the young [23]. The peak of this disorder in young age could partly be explained by the accumulation of early-onset epilepsy cases. It is estimated that the incidence of epilepsy is the highest in young children and elderly, forming a characteristic U-shape [21, 41]. In addition, individuals with epilepsy may at a higher risk of premature death. Two previous studies reported that the risk of premature death in individuals with epilepsy is 3–5 times higher than in general population, and especially among the young [42, 43].

According to the survival effects theory, it is plausible that the lifetime prevalence of epilepsy showed a decreasing trend after the age of 30–34 years in our study. This phenomenon has also been seen in many other neurological diseases [44]. The gender difference is another interesting topic in epilepsy research, both relevant to the public health and clinical research. Previous investigations reported slightly higher prevalence estimates of epilepsy in males than in females, which was probably attributable to the inherent differences in healthy brain development between genders and marked social effects on disease risks and courses [19, 45, 46]. However, in our analysis, the difference of LTE prevalence between sexes was not statistically significant. This finding in contrast with the previous systematic review of epilepsy prevalence in China, but in line with the synthesised results in Asia, Latin America and Europe and the whole globe [21, 23, 24, 47]. These inconsistencies with other studies may be a result of the different proportional contribution of epilepsy subtypes to the included case series. According to previous evidence, localization-related symptomatic epilepsy was more prevalent in males, and cryptogenic localization-related epilepsy was more prevalent in females [46, 48].

In this study, we confirmed the hypothesis that the prevalence of LTE was continually increasing by presenting a positive temporal trend between 1990 and 2015. The prevalence of LTE is determined by the incidence rate at which new cases arise and the mortality rate [10]. Given the increased life expectancy and rapid ageing process in China during the two decades, it is reasonable to expect a dramatic increase rate of LTE prevalence through cumulative effects [49, 50].

In the current study, we developed an estimate of the 1-year, 2-year and 5-year AE prevalence in China, which provides a basis for future studies, especially in the research of treatment gap for epilepsy in China [33, 34]. However, because of the scarcity of studies that reported age- or gender-specific AE prevalence, we were not able to undertake some more detailed studies. Compared to the global 1-year AE prevalence (4.6‰ in 2000 and 4.3‰ in 2000) [13] in the Campaign Against Epilepsy Demonstration Project conducted in rural China, our study revealed a much lower 1-year AE prevalence of 3.79‰ in general population. The magnitude of epilepsy burden in China, estimated in this study, represents a huge and significant burden and socioeconomic burden [34, 51]. With proper antiepileptic medication, up to 70% of epileptic seizures can be well controlled [52, 53]. However, previous studies suggested that more than half of the individuals with epilepsy in China had never been treated with appropriate antiepileptic medicines.
Many barriers may contribute to this situation. In China, due to the stigma–attached nature of the diagnosis of epilepsy, individuals with epilepsy are generally socially isolated and suffer in silence [15, 39]. Individuals with epilepsy are more likely to be under–educated or under–employed. A lack of knowledge about the nature of epilepsy and treatment may also influence the patients’ personal health–seeking behaviours and compliance [15]. In addition, most individuals with epilepsy may be economically disadvantaged, which makes the free provision of antiepileptic medicines critically important for the management of epilepsy. However, this goal has not been universally achieved across the whole country, especially in resource–poor areas [52]. To make the situation worse, the lack of electroencephalogram and neuroimaging equipment, and personnel with neurologic expertise, may severely restrict the diagnosis of patients to a large extent.

Our study also had several potential limitations. First, our estimate of epilepsy prevalence was based on cross–sectional studies in the community. However, because of the uncertainty regarding each case definition, and the ratio between sensitivity and specificity of the diagnostic tools used, it has already been pointed that cross–sectional assessment may considerably underestimate the prevalence [44,54,55]. In addition, the initial suspicion on epilepsy in most of our included studies was established through the use of questionnaires or interviews. Although it was later also confirmed by neurologists, this investigatory approach may still be problematic due to recall bias and a high proportion of concealment [15,39]. Second, large variations were observed between the studies included in our systematic analysis. We tried to minimise these variations through strict inclusion and exclusion criteria. Still, variations in study methods, approaches to sampling, diagnostic criteria, availability of or access to appropriate treatment led to a considerable variation. Third, our modelled estimates were based on a limited number of covariates that were available in our included studies. Future attempts at evidence synthesis should include more of these covariates, such as the subtype of epilepsy, level of economic development and treatment gap. With these limitations in mind, the estimates presented in this study need to be interpreted cautiously.

The results of our meta–analysis have both academic and public health implications. An immense deficit in epidemiologic data regarding age–specific AE prevalence and LTE prevalence in China was identified. In particular, new studies should also adopt appropriate methods to reduce the variation in reported prevalence. Other important contributors include identifying subtypes of epilepsy and the current barriers in the society and health care systems. From the public health perspective, it is well–documented that most epilepsy cases can be prevented by effective measurements. Common preventable causes in children include infectious diseases, prenatal and perinatal central nervous system damage [2,16]. Birth asphyxia and febrile seizures are also well–documented risk factors for epilepsy. Programs targeted at reducing birth asphyxia and timely treatment of febrile convulsions can also contribute to the reduction of epilepsy burden [36,37]. In adults, the most prevalent causes of epilepsy include head injury, intracranial infection and cerebrovascular diseases, which account for 88.5% of all the adult–onset epilepsy cases [58,59], highlighting the importance of preventing injury.

CONCLUSIONS

Our study provides a comprehensive evidence synthesis of LTE and AE prevalence in China to date. LTE prevalence is the highest in individuals aged 30–34 years. The burden of LTE in China has increased dramatically between 1990 and 2015, when the prevalence of LTE has more than doubled, and the number of people with LTE more than tripled. The large amount of AE cases in China calls for optimal management and treatment. More high–quality epidemiological studies on LTE and AE prevalence are still needed.
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Background As efforts to scale up the delivery of Kangaroo Mother Care (KMC) in facilities are increasing, a standardized approach to measure implementation and progress towards effective coverage is needed. Here, we describe a consensus–based approach to develop a measurement framework and identify a core set of indicators for monitoring facility–based KMC that would be feasible to measure within existing systems.

Methods The KMC measurement framework and core list of indicators were developed through: 1) scoping exercise to identify potential indicators through literature review and requests from researchers and program implementers; and 2) face–to–face consultations with KMC and measurement experts working at country and global levels to review candidate indicators and finalize selection and definitions.

Results The KMC measurement framework includes two main components: 1) service readiness, based on the WHO building blocks framework; and 2) service delivery action sequence covering identification, service initiation, continuation to discharge, and follow–up to graduation. Consensus was reached on 10 core indicators for KMC, which were organized according to the measurement framework. We identified 4 service readiness indicators, capturing national level policy for KMC, availability of KMC indicators in HMIS, costed operational plans for KMC and availability of KMC services at health facilities with inpatient maternity services. Six indicators were defined for service delivery, including weighing of babies at birth, identification of those ≤2000 g, initiation of facility–based KMC, monitoring the quality of KMC, status of babies at discharge from the facility and levels of follow–up (according to country–specific protocol).

Conclusions These core KMC indicators, identified with input from a wide range of global and country–level KMC and measurement experts, can aid efforts to strengthen monitoring systems and facilitate global tracking of KMC implementation. As data collection systems advance, we encourage program managers and evaluators to document their experiences using this framework to measure progress and allow indicator refinement, with the overall aim of working towards sustainable, country–led data systems.
An estimated 15 million babies are born prematurely each year, accounting for about 1 in 10 births worldwide [1]. Preterm birth, defined as birth before 37 completed weeks of gestation, is the leading direct cause of newborn mortality and morbidity [2,3]. Complications of prematurity are the primary cause of child death worldwide and also a risk factor for neonatal deaths from other causes, especially infections [3]. Globally, preterm birth complications contribute 3% of disability–adjusted life years (DALYs) for all ages and account for 38% of DALYs attributed to neonatal conditions [4]. The burden of mortality and morbidity due to preterm birth is heavily concentrated in South Asia and sub-Saharan Africa, where more than 60% of preterm births take place and health systems face multiple challenges to deliver high quality care [1,2,5].

The Every Newborn Action Plan (ENAP), a global multi–partner movement with the goal of ending preventable newborn deaths has set national targets of ≤12 neonatal deaths per 1000 live births by 2030 [6]. As the leading cause of newborn deaths, a focus on preterm birth and the associated complications are essential to achieving these ambitious goals. There are evidence–based, cost–effective interventions to prevent preterm birth and manage complications. As part of the evidence base for the ENAP, an epidemiological analysis estimated that up to 70% of preterm deaths could be averted through the provision of quality inpatient care [7]. Kangaroo Mother Care (KMC) is a critical part of inpatient care for preterm newborns, and also provides the foundation for improved outpatient and follow–up care of small babies [5,8]. In July 2015, the World Health Organization (WHO) released guidelines on interventions to improve preterm birth outcomes, which strongly recommend KMC for the routine care of neonates born weighing ≤2000 g as soon as they are clinically stable [9]. Birthweight is used as an indication for KMC initiation and a proxy for preterm birth given the challenges of accurate gestational age measurement in many low–resource settings.

Kangaroo Mother Care is defined by WHO as early, continuous and prolonged skin–to–skin contact between the mother (or other caregiver) and the baby, and exclusive breastfeeding (ideally) or feeding with expressed breastmilk [9]. Provision of KMC is embedded within a broader package of inpatient care for premature babies that involves supportive care (eg, infection prevention and management, respiratory support, etc.) and requires referral for higher level care when necessary and ongoing follow–up post–discharge [8]. In some more developed settings (eg, certain Latin American countries), KMC may be initiated at the facility and continued on an ambulatory basis with mothers returning to the facility frequently (as needed). Such an approach is only feasible in settings where health facilities are easily accessible and the appropriate infrastructure is in place. Studies show that continuous KMC implemented at health facilities can prevent up to 50% of deaths among babies ≤2000 g [10]. The practice of facility–based KMC also offers benefits beyond reduced mortality; compared with conventional neonatal care for small babies (incubator care), KMC reduces infections, hypothermia, and length of hospital stay and improves breastfeeding, weight gain and maternal–infant bonding [10]. Intermittent KMC, as tolerated, is increasingly being used for babies that are less stable to support clinical and developmental outcomes [9].

Despite the strong evidence base for KMC, progress in taking KMC implementation to scale has been slow [5,11,12]. While more than half of the 75 Countdown to 2015 countries report national policies recommending KMC, availability of KMC services is limited to a small number of central or teaching hospitals in all but a handful of countries ([13] and our unpublished results). A multi–country assessment of health systems bottlenecks to scale up of KMC in 12 African and Asian countries found that health financing, community ownership and partnership, health service delivery, leadership and governance and health workforce were perceived as major or significant barriers by nine or more countries [5]. One of the cross–cutting challenges underpinning these barriers was effective information systems and data on KMC coverage and quality [5,12].

In an effort to accelerate and support the uptake of KMC, the Bill & Melinda Gates Foundation and partners released a call to action in 2013 for the global adoption of facility–based KMC and formed the KMC Acceleration Partnership (KAP) [11]. The call to action set an ambitious target of 50% coverage of KMC among preterm newborns by 2020 and emphasized the importance of measuring progress using robust metrics and indicators [11]. Similarly, to meet its ambitious goals, ENAP recognized the critical need for improved data on preterm, small and sick newborns to support the scale up of high impact interventions [6]. At the time of its launch in 2014, ENAP published a core set of indicators needed for tracking progress in reaching their goals [6]. Coverage of KMC is one of the core ENAP indicators, and also one of the indicators with some of the greatest identified data gaps [6,14]. At the time, there was no existing definition for a KMC coverage indicator. To achieve scale up of KMC, there is a need for consensus on a common set of indicators to track KMC implementation and progress to effective coverage. The ENAP metrics
stream, therefore, prioritized work on defining and testing a measureable coverage indicator, but also emphasized the importance of developing process indicators to track content and quality. In conjunction with ENAP, the KAP initiated a consensus–based process to identify a core set of standardized indicators for KMC to facilitate country and global monitoring and evaluation of KMC efforts and inform the integration of data on KMC into national health management information systems (HMIS). Regular monitoring and reporting of these indicators will strengthen the global evidence base for KMC and inform approaches to strengthen scale–up of KMC [11,12]. Further, careful facility–level measurement of KMC service delivery is important for improving the quality of KMC services and can help avoid the phenomenon of “empty” scale–up.

The purpose of this paper is to describe the approach to develop a measurement framework and select and refine a set of indicators for monitoring implementation of facility–based KMC. The aim was to develop a focused list of indicators that would be relevant across settings and could be measured within existing health systems at scale. The challenges to establish an appropriate denominator for measuring coverage of KMC and options for testing are also discussed.

METHODS

The KMC measurement framework and core list of indicators were developed through: 1) scoping exercise to identify potential indicators; and 2) face–to–face consultations with measurement and KMC experts to review candidate indicators and finalize selection (Figure 1).

Scoping exercise to identify potential indicators

An initial list of candidate indicators was developed through a review of the grey literature (program documents and surveys) and consultations with KMC and measurement experts. We circulated a request for existing KMC indicators to members of the Newborn Indicators Technical Working Group (NITWG), an inter–agency working group convened by Saving Newborn Lives, and the KMC Acceleration Partnership. A total of 79 candidate indicators and data elements were extracted and summarized in an excel spreadsheet. This list was refined to 55 through sorting and removal of duplicates and organized by a standard results framework (impact, coverage, access, quality, demand, policy/enabling environment). The main sources of indicators in this initial list included the Fundacion Cangaru, Maternal and Child Health Integrated Program (MCHIP) KMC implementation Guide, various facility and household surveys conducted by programs implementing KMC (SNL Malawi Facility Assessment and household survey, Uganda Newborn Study (UNEST) survey, Ghana Newhints survey, Ethiopia household survey, South Africa Facility Assessment) and the Malawi HMIS.

Consultations to review and finalize indicator selection

A series of face–to–face meetings were convened with KMC and measurement experts working at country and global level over a three month period. A full list of participants, their affiliations and area of expertise (measurement, KMC or both) are included in Table S1 in Online Supplementary Document.
Initial scoring and development of a measurement framework

A small group meeting with 12 members of the KAP and the NITWG was held September 5, 2014 to review and score the raw list of 55 indicators. A focused set of five criterion for initial scoring of the indicators was developed, which reflects commonly applied indicator selection criteria: feasibility (data can be collected with reasonable and affordable effort in low resource settings), reliability (data can be collected consistently over time), usefulness for decision–making (data are relevant and will help guide KMC programming), sensitivity (responsive to change), and specificity (focused on specific aspect, not overly broad) [15–17]. The group broke into smaller groups for in–depth discussion and scored each candidate indicator as high, medium, or low for each of the five criteria. The group recommended that a measurement framework specific to KMC should be developed to better organize the indicators and assist with prioritizing selection. Following the meeting, a core team representing the KAP, NITWG and ENAP metrics stream extracted the strongest indicators based on the scoring criteria for further development (preparation of full definitions, data source, and methods) and drafted a KMC measurement framework. The resulting 18 candidate indicators were then organized according to the draft framework.

Refinement of framework and indicator list

In October, consultations were held with a broader group of newborn programmatic and measurement experts on October 6–7, 2014 in Washington DC. The 24 attendees, representing implementing agencies, donors and researchers, formed three small groups (national level/service readiness; facility–level/service delivery; and coverage) to review the KMC framework and each of the 18 candidate indicators in detail. Groups were provided with a series of questions for each indicator to guide their discussion and decision–making process. The group made recommendations about which indicators to retain, which to drop and areas for further research; further details on the discussion and outputs is available in the meeting report [18]. Following the meeting, the core team consolidated feedback and updated the measurement framework and refined the indicator list down to 11 candidate indicators. A smaller task team was delegated to work specifically on defining a feasible coverage indicator for KMC that could be tested as part of the ENAP metrics measurement improvement plan. This task team, alongside the core group, also undertook a preliminary mapping exercise to see what data were available, with a focus on assessing denominator options for generating a potential coverage indicator for KMC that could be tested as part of the ENAP measurement improvement plan.

Finalization of framework and indicators

The final consultation took place on November 15, 2014 in Kigali, Rwanda as part of the KMC Acceleration meeting and focused on country level input. Eighteen participants, including individuals supporting KMC implementation in nine countries (Bangladesh, Malawi, Nigeria, Rwanda, India, Indonesia, Philippines, Uganda and South Africa) gave feedback on the measurement framework and reviewed each candidate indicator to assess availability, feasibility and usefulness considering their country context. Participants were split into two groups. One group worked specifically on the coverage indicator, and the other group focused on readiness indicators and facility level data for tracking service delivery and quality of care. In each group, a presentation was made to provide an overview of progress to date, review each indicator in detail and identify priority areas for discussion. Participants in the service readiness and facility data group were asked to use post–it notes to record information on availability/data source, data users, collection methods, and challenges for each indicator in their setting and then vote whether the indicator was ready to go, needed more work/unsure or should be dropped. Participants in the coverage group, reviewed the work carried out by the ENAP metrics KMC task team (Box 1) and discussed a feasible a measurable coverage indicator. In view of the challenges in measuring a denominator, the group reached consensus through placing individual votes between use of <2500 g, total facility births or estimated live births. Based on the feedback, the core team finalized the framework and list of indicators.

RESULTS

KMC measurement framework

Figure 2 shows the KMC measurement framework, which was developed to guide the identification and prioritization of core indicators. The framework includes two main components: 1) KMC service readiness and 2) action sequence of KMC service delivery. The seven service readiness elements are based on the WHO
Box 1. The challenge of measuring KMC coverage

What is coverage measurement and why is it challenging for KMC?

A coverage indicator aims to measure the number of individuals that receive a specific intervention or treatment within a given population in need of the intervention. The numerator is measured as the total number of individuals that received the intervention and the denominator is the total population, usually those that could have benefited from that specific intervention or treatment. For KMC, neither the numerator nor the denominator are easy to define or measure. KMC is not a one-off contact with the health system; many of the components of KMC are processes (eg, continuous skin-to-skin contact, follow up care). And measurement of specific interventions is a challenge when only by a small group or sub-population benefit from that intervention. Defining whether or not an infant could benefit from KMC requires a level of clinical judgement and more precise metrics than those reported by most routine information systems in LMIC.

The ENAP metrics KMC task team

ENAP metrics assembled a KMC task team with experts in measurement and programme implementation drawing on expertise from the KMC acceleration partnership and wider groups. Different numerators and denominators were proposed and discussed based on their definition and the feasibility of measurement.

Numerator challenges

The evidence base for mortality impact of KMC is currently for infants weighing 2000 g or less. However, in some low and middle income countries where programmes have been extended, eligibility criteria for entry to KMC may be for babies up to 2500 g. Coverage of most maternal and newborn interventions in many settings is still measured through household surveys and relies on maternal recall up to five years after the birth in question. Even though mothers can accurately recall KMC, even years after the event, the sample size needed to gather representative data through a household survey may be prohibitively large. Typically, facility based assessments capture information on infrastructure, processes and service readiness, and are best suited to measure the number of facilities that are prepared to provide components of the service (eg, sufficient trained staff, space, and equipment). In most settings, the number of newborns initiated on facility-based KMC is measured either through hospital admission or care records, but currently these data are rarely reported into national health information systems.

Denominator challenges

The denominator was the most technically challenging and a list of options were proposed. A large proportion of newborns do not have their weight recorded at birth and even where birthweight is recorded, there is a known tendency for “heaping” of data, especially at measures of 2500 g and 2000 g. Given the difficulty in accurately capturing all those babies in need of KMC, especially through existing data collection systems, using total live births as the denominator to give a proxy was considered. This has been done with other interventions where the aim is not for 100% coverage, such as C-section, to generate a rate that is benchmarked against a target threshold. Recent estimates suggest a variation in preterm birth rates of between 4–18% of total live births in different countries. This means that the KMC rate in each country may indicate a different unmet need and target thresholds would need to vary between settings to reflect these differences as well as variation in numbers of full-term LBW and pre-term babies. As an important limitation, if total live births is used as a denominator, it does not reflect whether the babies that received it were drawn from the population that could have benefited from KMC.

Proposed indicator

The ENAP KMC task team established that it is not possible to capture all of the components of KMC in one coverage indicator as many of these refer to processes that happen over a period of time. Household surveys are unlikely to be a feasible approach to measure KMC coverage and increasingly, health facility assessments are starting to measure key components of KMC care. Of all the available options, the number of newborns initiated on facility-based KMC gives a representation of the number of newborns initiating the care. Task teams agreed the indicators would need rigorous testing for validity and feasibility with a variety of different denominator options including, live births in the facility, estimated live births and eventually target population for coverage (total number of newborns ≤2000 g).

As a preliminary exercise, the task team approached a select few LMIC countries for data on the KMC numerator, which is available through a limited number of HMIS and many hospital registration systems. To demonstrate the numerator with different denominator options, task teams present three graphs showing the proposed numerator over total reported live births, total reported live births ≤2500 g and estimated live births for two countries, Malawi and Dominican Republic (Figure 4).

What are the next steps?

As national facility based data and health information systems become more advanced, the ideal is to develop more precise indicators, but these are not currently available in most of the countries where the unmet need for KMC is arguably the greatest and there are the most data gaps. It is critical to improve the recording and reporting of birth weight in facilities. Given the importance of prematurity as a direct cause of death and as a risk factor for morbidities and death from other causes (eg, infections), developing simplified tools for measuring gestational age is critical to plan for programmes, to improve the evidence base and to develop more precise indicators of unmet need. If such data were available in more settings, indicators based on specific weight or gestational age criteria could be measured. Existing data sets from countries with established KMC programmes and accurate assessment of gestational age and birthweight could be used for testing the denominators and proposed numerators. The ENAP metrics measurement improvement plan has a five year plan set out to test the validity and feasibility of a number of numerator and denominator options for all the ENAP core indicators with the objective of institutionalizing a KMC coverage indicator in global accountability mechanisms by 2020.
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building blocks framework, and specify what minimum elements should be in place to support national-level implementation of KMC [19]. The action sequence of service delivery outlines four main steps necessary for provision of KMC at health facilities: identification of small babies; KMC initiation per protocol; KMC continuation to discharge; and follow-up to KMC graduation. Essential actions for health service providers and for caregivers and families are outlined in broad terms for each step in the action sequence.

KMC core indicators

The 10 KMC core indicators are summarized in Figure 3 according to the framework and defined in Table 1. Table S2 in Online Supplementary Document provides further information on the limitations and additional data collection considerations for each indicator.

Service readiness indicators

Consensus was reached on four indicators of service readiness, namely national level policy for KMC, availability of KMC indicators in HMIS, costed operational plans for KMC and availability of KMC services meeting national minimum standards at facilities with inpatient maternity services. The service readiness indicators are qualitative milestones or benchmark indicators, which build on existing indicators and data collection efforts at national/global level, such as the Countdown to 2015 policy indicators. Primary data sources are Ministry of Health and implementing partners and the data can be aggregated at global level to track progress across countries. Availability of data are mixed. The indicator on national level policy for KMC was added in 2014 to the set of policy indicators tracked in Countdown to 2015 and data are available for two years (2014 and 2015), but there are no clear plans for tracking post 2015 [14]. The other three indicators are not currently tracked and would need to be collected in coordination with countries. Limited data on the availability of KMC services at health facilities are currently captured through several large facility assessment tools, including the Demographic and Health Survey Program’s (ICF International) Service Provision Assessment (SPA) and the WHO’s Service Availability and Readiness Assessment (SARA) and the revised Emergency Obstetrics and Newborn Care (EmONC) assessment tools [20]. However, these assessments are conducted infrequently, and countries investing in scaling up KMC services may need to establish other more frequent mechanisms to track KMC service availability, such as supervision or periodic audits. Further work is also needed to define ‘operational’ KMC, but at minimum it should specify availability of trained staff, space, and supplies. Defining these minimum components was also considered critical to the ENAP metrics measurement improvement plan, which recommended tracking the availability of KMC services as a process indicator [14].
Six indicators were identified for service delivery, including weighing of babies at birth, identification of those ≤2000 g, initiation of facility-based KMC (coverage indicator), monitoring of KMC for quality, status of babies at discharge from KMC and level of follow-up according to national protocol. The service delivery indicators focus on capturing service utilization and elements of quality (both process and outcomes) and are intended for use primarily at the facility and district level for assessing KMC implementation and identifying program improvement needs. As such, the primary data sources are routine facility records and the list of recommended indicators was kept as short as possible to minimize burden on health staff.

Two indicators focus on identification of babies eligible for KMC. The percentage of newborns weighed at birth is captured by both the Demographic Health Survey (DHS) and the Multiple Indicator Cluster Survey (MICS), but only every few years. Weighing of babies at birth can also be estimated on a more routine basis using facility labour and delivery (L&D) records, although in most cases only facility births would be included and quality of recording is often poor. The DHS and MICS household surveys also estimate the percentage of low birth-weight babies, defined as birth weight <2500 g. However, as the evidence base for KMC is for babies weighing ≤2000 g at birth, the recommended indicator reinforces this cut-off and encourages routine data collection through facility L&D records. Most countries have space to record actual birth weight, but to our knowledge very few high burden countries currently collate and report on the number of live births weighing ≤2000 g. In addition to improving measurement of birth weight, investment in approaches to strengthen assessment of gestational age during antenatal care and at delivery are necessary to better target KMC interventions towards who would benefit most as the proportion of LBW babies that are pre-term will vary by setting.

The percentage of babies initiated on facility-based KMC was identified as a coverage indicator. Defining the denominator for a KMC coverage indicator proved especially challenging. The ideal denominator would be the number of babies born weighing less or equal to 2000 g. Yet as noted earlier, few if any low-income countries currently reliably capture such data for all births. Even for those births occurring in facilities, weight is not always recorded and if recorded, not always accurate and reliable. In the interim, several denominators are recommended for further testing. The preliminary mapping exercise suggested that using the expected number of live births may be the preferred denominator until measurement of birth weight improves (see Box 1). In this scenario, a benchmark value or range would need to be established for interpretation, similar to that used for C-section rates.
Table 1. KMC indicator definitions and data sources

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Metric</th>
<th>Main Purpose</th>
<th>Data Source(s) and Methods of Collection</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMC in national policy: National policy recommends KMC</td>
<td>Yes= national policy recommends KMC. No= national policy does not recommend KMC.</td>
<td>National reporting/monitoring</td>
<td>National policy documents – record review; Key informants through interview</td>
<td>Annually or less</td>
</tr>
</tbody>
</table>

KMC indicator in HMIS: National HMIS includes the number of newborns who received facility-based KMC care | Yes= national HMIS includes the number of newborns who received facility-based KMC. No= national HMIS does not include the number of newborns who received facility-based KMC. | National reporting/monitoring | HMIS documents – record review; Key informants through interview | Annually or less |

Costed plan includes KMC: Costed national implementation plans for maternal newborn health include KMC. | Yes= costed plan or plans to scale up maternal newborn and child health intervention includes KMC components. No= no costed implementation plan or costed implementation plan does not include KMC components. | National reporting/monitoring | Costed plans – record review; Key informants through interview | Annually or less |

KMC service availability: Percentage of facilities with in-patient maternity services with operational KMC | Numerator: Number of health facilities in which KMC is operational. Denominator: Number of health facilities with inpatient maternity services. | National reporting/monitoring | Facility assessments and MOH records (collected through supervision or periodic audits) | Annually or less |

Weighed at birth: Percentage of newborns weighed at birth | Numerator: Number of newborns weighed at birth. Denominator: Number of live births. | Facility monitoring | Interviews with mothers + child health card review – collected through household surveys; L&D registers – collected through record review as part of facility assessment or supervision | Periodic for household surveys; routinely (monthly/quarterly) depending on need |

Identification of newborns ≤2000 g: Percentage of live births identified as ≤2000 g | Numerator: Number of newborns identified as ≤2000 g. Denominator: Number of live births. | Facility monitoring | L&D registers – collected through HMIS (see notes) or through register review as part of supervision or facility assessment | Routinely (monthly/quarterly) |

KMC coverage: Percentage of newborns initiated on facility-based KMC | Numerator: Number of newborns initiated on facility-based KMC. Denominator: Expected number of live births or expected number of LBW babies. | Facility monitoring & National reporting/monitoring | KMC registers – reported through HMIS or collected through register review as part of facility assessment; Denominator available through national and global estimates updated annually | Annually |

KMC monitoring: Percentage of KMC newborns who are monitored by health facility staff according to protocol | Numerator: Number of newborns admitted to KMC who are monitored by health facility staff according to protocol (includes at minimum: assessing feeding, STS duration, weight, temperature, breathing, heart rate, urine/stools). Denominator: Number of newborns initiated on facility-based KMC. | Facility monitoring | KMC patient charts – collected through record review as part of facility assessment/supervision visits | Quarterly or less; to be determined at country level |

Status at discharge from KMC facility: Percentage of newborns discharged from KMC facility who: 1) met facility criteria for weight gain, health status, feeding, thermal regulation, family competency, etc; 2) left against medical advice; 3) referred out to higher level care; 4) died before discharge | Numerator: Number of newborns discharged from facility-based KMC who: 1) met facility criteria for weight gain, health status, feeding, thermal regulation, family competency, etc; 2) left against medical advice; 3) referred out for higher level care; 4) died before discharge. Denominator: Number of newborns discharged from facility-based KMC. | Facility monitoring | KMC registers – reported through HMIS or collected through register review as part of facility assessment | Routinely (monthly/quarterly) |

KMC follow-up: Percentage of newborns discharged from facility-based KMC that received follow-up per protocol | Numerator: Number of newborns discharged from facility-based KMC that received follow-up per protocol. Denominator: Number of newborns discharged alive who received facility-based KMC. | Facility monitoring | KMC registers/records – reported through HMIS or collected through register review as part of facility assessment and/or) Interviews with caregivers/mothers of newborns discharged from KMC. | Routinely (monthly/quarterly) |
Three of the recommended service delivery indicators serve as proxies for quality of care processes and outcomes. While in facility, KMC babies require daily monitoring to assess and record their positioning, feeding, and weight gain and to check for signs of illness or other complications. One core indicator tracks the percentage of KMC babies who are monitored according to the national protocol by reviewing patient charts or other relevant facility records, through supervision visits or periodic assessments (monitoring adherence with recommended processes). The status of babies at the time of discharge from KMC is also an important proxy measure of quality of care, monitoring overall performance through a critical outcome indicator. Status at discharge should be captured in a KMC or postnatal register and include the following categories: met facility criteria for weight gain, health status, feeding, thermal regulation, and family competency with KMC (the ideal); died before discharge; left against medical advice (defaulters); and referred out for higher level care. These categories are similar to those used for community management of acute malnutrition (CMAM) programs for performance monitoring; however unlike CMAM, protocols differ substantially by country and there is insufficient data and experience to establish international minimum performance standards for KMC [21]. The third proxy indicator for quality relates to the level of follow–up post–discharge from facility KMC, which can be regarded as both a process and intermediate outcome. It is common for low birth weight and preterm babies to be discharged at 1500–1800 g to reduce exposure to nosocomial infections and allow space for other patients. Adherence to regular follow–up care that involves tracking growth and addressing other complications of prematurity is critical for improved outcomes of these still vulnerable preterm babies. Improving measurement of gestational age during pregnancy and/or by clinical assessment of the baby is essential for better targeting of clinical interventions and identification of infants who will require long–term and specialized care and follow–up. As discharge criteria and follow–up schedules vary by country, the indicator definition for follow–up will need to be tailored in each country accordingly. Assessing follow–up through routine sources can be complicated if babies receive follow–up care at different facility than where they received KMC, in which case periodic assessments may be required to supplement routine data.

**DISCUSSION**

To the best of our knowledge, this is the first attempt to use a global consultation process to identify a prioritized set of core indicators to track country progress towards scaling up KMC. Both ENAP and the KMC Acceleration Partnership have set ambitious goals for reducing newborn morbidity and mortality through improved coverage of high impact interventions, including KMC [6,11]. Better quality data and measurement of KMC will be critical in accelerating progress of implementation and supporting scale up of the intervention. As has been seen with child health programs (eg, vaccinations) good quality, compa-
rable data allows for informed planning, decision-making and targeting of programs. As direct complications of prematurity are now the leading cause of child death, comparable data are critical to foster global visibility, policy attention and accountability structures within the Sustainable Development Goals for child health. This requires a consistent approach to measurement of KMC with standardized indicators and data collection methodologies that can be captured in sustainable, country-driven health information systems. We employed a consensus-based process to develop a measurement framework and identify a set of 10 core indicators for measuring progress of KMC implementation. The resulting framework can be used to help program managers at the country level plan and set milestones that will be comparable between different settings. At a facility level, program implementers can use the service delivery indicators to identify areas for quality improvement.

The indicator selection and refinement process had several strengths. We engaged a broad range of KMC and measurement experts representing global and country-level perspectives and diverse technical and methodological expertise. The candidate indicators were selected through a literature review, including peer reviewed and grey literature (surveys and program documents), and canvassing of KMC researchers and implementers to ground the work in experience with existing measures. We conducted a preliminary mapping exercise to look at availability of data for some of the most critical indicators and we consulted with country-based KMC implementers to assess the feasibility and relevance of the proposed indicators. To avoid overburdening health systems and frontline workers with unnecessary data collection requirements, we intentionally kept the list to a minimum set and focused on indicators with potential to be collected within existing, sustainable systems. Finally, the overlap between members of the ENAP metrics stream and the KMC Acceleration Partnership facilitated close collaboration and alignment of the recommended process and coverage indicators. This collaboration also allowed for wide consultation and shared learning with other groups facing similar challenges to measure interventions for newborns requiring extra care (eg, neonatal resuscitation, treatment of neonatal infections) [14].

The development of a measurement framework specific to KMC played a critical role in guiding the process of selecting and refining the indicators. Inclusion of the WHO building blocks helped ensure a health systems approach and the action sequence identified the major steps that need to take place to deliver high quality KMC services. Use of the framework allowed us to ensure indicators were evenly spread along the continuum of care from service readiness to service delivery. The framework also provides a useful reference point for program implementers, evaluators and researchers to identify additional indicators on aspects of readiness and service delivery. The intent was not to create a rigid framework, but to prioritize indicators that are relevant to implementation across a wide range of settings. The expectation is that individual programs will identify additional indicators that are program specific and adapt the framework to fit their context and data collection capacity.

As mentioned in the results, data availability is limited for most of the recommended KMC indicators. For countries in early stages of introducing KMC, the focus should be on tracking progress against the service readiness indicators. Once KMC is integrated within packages of care for preterm babies, countries can design and test data collection systems to capture more of the service delivery indicators. For countries with more established KMC services, efforts should be made to review their existing health information systems to determine the best way to integrate the recommended indicators such that select indicators are reported up to the national level. While nearly all service delivery indicators could be aggregated and reported through a national HMIS, given system constraints in most settings, priority should be given to capturing KMC initiation for tracking coverage. Countries will need to tailor some of the indicator definitions, particularly for KMC service availability, KMC monitoring, and KMC follow-up, to align with national protocols and clinical guidelines.

The core list of KMC indicators should be considered in light of the limitations of the process and of the indicators themselves. First, due to time constraints we were unable to undertake a formal systematic review of the literature and may have missed some relevant information. However, we did reach out to renowned KMC experts to share their experiences and materials and the majority of candidate indicators were extracted from these grey sources. Second, while we convened a series of consultations with a wide range of experts including representatives directly involved in country implementation, we were not able to sufficiently involve the principal end-users of the service delivery indicators – namely managers and service providers at district and facility levels. Third, given the aim was to develop a focused list of indicators suitable for routine systems, several aspects central to quality implementation of KMC are not reflected in the set of core indicators. Approaches to capture aspects such as timely initiation of KMC, ex-
tent of skin–to–skin and feeding practices, referral completion and health outcomes were discussed in–depth and considered only feasible within the context of research settings or special studies for the time being. In 2016, the WHO released a set of standards for improving quality of maternal and newborn care in health facilities and recommended two indicators for facilities to use to evaluate quality of KMC care; these draw attention to and have the potential to reinforce facility–level quality improvement efforts. However, measuring these quality of care indicators would require detailed information captured through daily patient charts and may not be feasible for routine monitoring and national aggregation in most settings [22].

Future work will include developing guidance for the indicators such as detailed reference sheets outlining how to collect and use the data effectively and supporting country–level partners to adapt and use the indicators. Both the KAP and ENAP metrics offer platforms for disseminating such materials to a wide audience and to collate and share additional resources and experiences gathered through collecting the indicators. The KAP regional communities of practice in Africa and Asia will convene meetings in 2016 and 2017 and provide an important opportunity to engage country–level partners to further refine the indicators. A critical next step is initiating special studies to test and validate the recommended KMC coverage indicators as outlined in the ENAP measurement improvement roadmap (see Box 1) [14]. This will be embedded in work to test all of the core ENAP coverage indicators for newborns with complications requiring extra care (antenatal corticosteroids, neonatal resuscitation and treatment of neonatal infection) that face similar measurement challenges. Data collection is under way to test a range of numerator and denominator options for validity (eg, sensitivity and specificity of the indicators), feasibility of measurement and usefulness through country hubs in Bangladesh and Tanzania. Another important area of future work is to establish a coordinated mechanism for global tracking of a sub–set of the core indicators to assess progress towards the KAP and ENAP goals. This will require harmonized investments in strengthening country health information systems, prioritizing capture of data to generate coverage estimates following validation efforts, as well as a system for global reporting.

CONCLUSIONS

As KMC accelerates globally, a standardized approach to measuring implementation and progress towards effective coverage is needed. The indicators presented in this paper, identified with input from a wide range of global and country–level KMC and measurement experts, can aid efforts to strengthen monitoring systems and facilitate global tracking of KMC implementation. As data collection systems advance, we encourage program managers and evaluators to document their experiences using this framework to inform further progress and indicator refinement with the overall aim of working towards sustainable, country–led data systems.
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Background
Malawi introduced Kangaroo Mother Care (KMC) in 1999 as part of its efforts to address newborn morbidity and mortality and has continued to expand KMC services across the country. Yet, data on availability of KMC services and routine service provision are limited.

Methods
Data from the 2014 Emergency Obstetric Newborn Care (EmONC) survey, which was a census of all 87 hospitals in Malawi, were analyzed. The WHO service availability and readiness domains were used to generate indicators for KMC service readiness and an additional domain for documentation of KMC services was included. Levels of KMC service delivery were quantified using data extracted from a 12–month register review and a KMC initiation rate was calculated for each facility by dividing the reported number of babies initiated on KMC by the number of live births at facility. We defined three levels of KMC readiness and two levels of KMC operational status.

Results
79% of hospitals (69/87) reported providing inpatient KMC services. More than half of the hospitals (62%; 54/87) met the most basic definition of readiness (staff, space for KMC and functional weighing scale) and 39% (30/87) met an expanded definition of readiness (guidelines, staff, space, scale and register in use). Only 15% (13/87) of hospitals had all KMC tracer items. Less than half of the hospitals (43%; 37/87) met criteria for KMC operational status at minimum levels (≥1/100 live births), and just 16% (14/87) met criteria for KMC operational status at routine levels (≥5/100 live births).

Conclusions
Our study found large differences between reported levels of KMC services and documented levels of KMC readiness and service provision among hospitals in Malawi. It is recommended that facility assessments of services such as KMC include record reviews to better estimate service availability and delivery. Further efforts to strengthen the capacity of Malawian hospitals to deliver KMC are needed.

Preterm birth is one of the leading causes of newborn morbidity and mortality globally [1–3]. Malawi has one of the highest rates of preterm births in the world, with an estimated 18% of all live births occurring before 37 completed weeks of gestation [2]. Kangaroo Mother Care (KMC) is strongly recommended by the World Health Organization (WHO) for the routine care of stable newborns weighing ≤2000 g as soon as they are clinically stable as an evidence-
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based intervention to improve preterm birth outcomes [4]. Kangaroo Mother Care is defined by WHO as early, continuous and prolonged skin–to–skin contact between the mother (or other caregiver) and the baby, and exclusive breastfeeding (ideally) or feeding with expressed breastmilk [4].

Malawi was an early adopter of KMC, introducing the intervention on a pilot basis in 1999 as part of its efforts to address newborn morbidity and mortality [5]. In 2005, KMC was integrated into national policy as routine care of preterm and low birth weight (LBW) babies. During the same period there was adoption of the Malawi National Guidelines on KMC [6] and incorporation of KMC into the Ministry of Health (MoH) workplan for 2005/6. The KMC guidelines were revised in 2009 to incorporate guidelines for ambulatory and community KMC [7] and KMC was integrated into the Sexual and Reproductive Health and Rights programs [8]. Malawi continued the expansion of KMC services across the country and by 2011, KMC was reportedly established in all central– and district–level hospitals as well as several first–level health facilities [5].

In July 2015, Malawi launched its Every Newborn Action Plan (ENAP), which aims to bring partners together to accelerate progress towards ending preventable newborns deaths. The major goal of the Malawi ENAP is to achieve equitable and high–level coverage of quality essential interventions and commodities for maternal and newborn health and ultimately halving the NMR to 15 per 1000 live births by 2035 [9]. High–impact, cost–effective interventions for newborn health, like breastfeeding support and KMC, form one component of integrated health services for newborn health. Within its ENAP plan, Malawi has established a target that 75 percent of eligible preterm and low birth weight newborns should be managed with facility–based KMC by 2020 and 90 percent by 2035 [9].

Despite KMC being national policy in Malawi for the last decade, data on availability and use of KMC are limited. A 2012 evaluation of progress in KMC implementation in Malawi found that only 36% of the facilities assessed had integrated KMC into routine practice and none demonstrated sustainable practice [5]. Lack of documentation and poor record–keeping was found to be widespread and limited the ability of the evaluation to assess other aspects, such as the extent and quality of KMC practice [5]. The 2014 Emergency Obstetrics and Newborn Care (EmONC) survey provides a unique opportunity to address this information gap. The purpose of this paper is to assess the readiness of hospitals in Malawi to provide facility–based KMC and documentation of KMC service delivery.

METHODOLOGY

Study setting

Malawi is a small, land–locked country located in Southern Africa with an estimated population of 15.8 million [10]. Administratively, Malawi is organized into five zones (North, Central East, Central West, South East and South West) and 29 districts. Formal health care services are primarily provided by two main agencies: the government, through the Ministry of Health (MOH), operates about 60% of health facilities and the Christian Health Association of Malawi (CHAM) operates an estimated 39%. There is a small contribution from the private–for–profit health sector. Health services are provided at three levels: primary, secondary and tertiary. At primary level, services are delivered through rural hospitals, health centres, health posts, outreach clinics and also through community health initiatives. District and CHAM hospitals provide secondary level health care services to back up the activities of the primary level while central hospitals provide tertiary level and specialized services. At the time of the study, maternal and newborn health services for Malawi’s 29 districts were provided through 87 hospitals and 468 health centres.

Data source

In 2014, the Ministry of Health in Malawi conducted a nationwide assessment of EmONC services [11]. The sample included 365 public and private health facilities, covering all 87 hospitals and a 60% random sample of the 464 health centres with maternity services. Health facilities that did not offer maternal and newborn health (MNH) services were not included in the sampling frame. Convenience sampling was used to select providers and cases for review within each selected facility.

Data were collected using a structured questionnaire comprised of 10 modules, adapted from the generic modules developed by Averting Maternal Death and Disability (AMDD) [12]. Save the Children worked with AMDD and other stakeholders in Malawi to include additional questions related to KMC for six of the modules (Module 1: Identification of facility and infrastructure; Module 2: Human Resources; Mod-
Readiness of hospitals to provide Kangaroo Mother Care in Malawi

Data were collected from September 23 – October 17, 2014, by 20 teams of three members, all of whom had a clinical background (nursing, midwifery or clinical medicine). Data collectors received five days of training covering the survey tools, research ethics and interview techniques and including field visits and role plays for practice. Quality assurance of data collection was conducted by a supervisor assigned to each team supplemented with a core survey support team comprised of representatives from the MOH, AMDD, Save the Children International, University of Malawi College of Medicine, Medical and Nurses and Midwives Council of Malawi. Double data entry for EmONC data was conducted in CSPro 5.0 and cleaned data files were exported to Stata 12.1 for analysis.

Analysis of KMC readiness and operational status

Our analysis focused on the 87 hospitals, all of which provide inpatient maternity services and are expected to include facility-based KMC services according to the MoH national guidelines. We used the WHO Service Availability and Readiness Assessment (SARA) domains [13] to identify tracer items for KMC service readiness (staffing & guidelines, equipment & infrastructure, diagnostics, and medicines & commodities) and added a domain for documentation of KMC services provided (Table 1). We used standard international definitions of KMC and informal consultations with clinicians to select a list of tracer items that would be needed to implement KMC per the Malawi 2009 guidelines. Levels of KMC service delivery were quantified using data extracted from a 12-month register review (September 2013 – August 2014) and a KMC initiation rate was calculated for each facility by dividing the reported number of babies initiated on KMC by the number of live births at each facility. We defined three levels of KMC readiness (basic, expanded and full) and two levels of KMC operational status (basic readiness plus documentation of KMC services provided); refer to Table 2 for definitions. Three tracer items were con-

Table 1. Kangaroo Mother Care (KMC) service readiness items captured in 2014 Emergency Obstetric and Newborn Care (EmONC) survey

<table>
<thead>
<tr>
<th>Domain</th>
<th>Tracer Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staffing &amp; guidelines</td>
<td>Guidelines/protocols for KMC</td>
</tr>
<tr>
<td></td>
<td>Staff providing KMC (any availability)</td>
</tr>
<tr>
<td></td>
<td>Staff providing KMC available 24/7</td>
</tr>
<tr>
<td>Equipment &amp; infrastructure</td>
<td>Defined space for KMC (separate room or in postnatal area)</td>
</tr>
<tr>
<td></td>
<td>Designated beds for KMC (one or more)</td>
</tr>
<tr>
<td>Diagnostics</td>
<td>Functional infant weighing scale in delivery and/or postnatal ward</td>
</tr>
<tr>
<td>Medicines and commodities</td>
<td>Caps/hats for newborns in delivery area</td>
</tr>
<tr>
<td></td>
<td>Linens/blankets for newborns in postnatal area</td>
</tr>
<tr>
<td>Documentation</td>
<td>KMC register in use</td>
</tr>
<tr>
<td></td>
<td>KMC register complete and up-to-date</td>
</tr>
</tbody>
</table>

Table 2. Definitions of indicators for Kangaroo Mother care (KMC) service readiness and KMC operational status

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>KMC service readiness:</strong></td>
<td>Percentage of hospitals reporting inpatient KMC that have the following:</td>
</tr>
<tr>
<td>Basic</td>
<td>1) defined space for KMC</td>
</tr>
<tr>
<td></td>
<td>2) at least one staff providing KMC</td>
</tr>
<tr>
<td></td>
<td>3) functional infant weighing scale</td>
</tr>
<tr>
<td>Expanded</td>
<td>Basic (1–3), plus:</td>
</tr>
<tr>
<td></td>
<td>4) KMC guidelines/protocols available</td>
</tr>
<tr>
<td></td>
<td>5) KMC register available and in use</td>
</tr>
<tr>
<td>Full</td>
<td>Expanded (1–5), plus:</td>
</tr>
<tr>
<td></td>
<td>6) caps/hats for newborn</td>
</tr>
<tr>
<td></td>
<td>7) linens/blankets for newborns</td>
</tr>
<tr>
<td><strong>KMC service operational status:</strong></td>
<td>Percentage of hospitals reporting inpatient KMC who have the basic KMC elements (1–3), and documentation of:</td>
</tr>
<tr>
<td>Minimum</td>
<td>≥1 KMC case initiated/100 live births in last 12 months</td>
</tr>
<tr>
<td>Routine</td>
<td>≥3 KMC case initiated/100 live births in last 12 months</td>
</tr>
</tbody>
</table>
sidered essential for provision of basic KMC services: defined space for KMC; at least one staff member reported to provide KMC services and a functional infant weighing scale. We defined the KMC initiation rate into two levels: minimum defined as one or more newborns initiated on KMC per 100 reported live births and routine defined as five or more newborns initiated on KMC per 100 reported live births. Data on the expected number of babies born weighing 2000 g or less and eligible for KMC are limited in Malawi; one recent study reported that 43% of all babies born low birth weight (<2500 g) were <2000 g, which given Malawi’s estimated LBW rate of 13% suggests that around 6% of all live births would be eligible for KMC assuming the ≤2000 g cut–off [14,15]. Results were disaggregated by type of hospital (central, district, community and other).

**Ethical considerations**

Ethical approval for the study was granted by the National Health Sciences Research Committee (NHSRC) of Malawi. The survey was led by the MOH, with technical and financial support from AMDD, Save the Children International, WHO, USAID, UNFPA, and UNICEF. Permission to conduct data collection at the facility was granted by the in–charge at each facility and individual oral consent was obtained from all individuals interviewed.

**RESULTS**

Data were available for all 87 hospitals, of which 4 were central hospitals, 23 were district hospitals, 33 were community hospitals and 27 were categorized as “other”, which mainly comprised private for–profit hospitals and hospitals operated by Christian Health Association of Malawi (CHAM).

Most hospitals (79%; 69/87) reported providing inpatient KMC services (range 67% of community hospitals to 100% of central and district hospitals). Figure 1 shows the availability of KMC tracer items by hospital type. All central and district hospitals had staff for KMC, a defined space and a functional infant weighing scale, compared to two–thirds of other hospitals and less than one–third of community hospitals. Availability of KMC guidelines, caps and hats for newborns were consistently low, even at central and district level hospitals. KMC registers were missing in more than half of community and other hospitals, and few facilities outside of the four central hospitals had up–to–date and complete KMC registers.

Sixty–two percent of hospitals (54/87) met the basic definition of readiness (staff, space for KMC and functional infant weighing scale) and 35% (30/87) met the expanded definition of readiness (guidelines, staff, space, scale and register in use) (Figure 2). Thirteen hospitals (15%) had all KMC tracer items. Community and other hospitals had the lowest levels of readiness.

---

**Figure 1.** Availability of Kangaroo Mother Care (KMC) tracer items by domain and type of hospital, Malawi Emergency Obstetric and Newborn Care (EmONC) survey 2014.
The 12-month register review yielded a total of 8330 cases initiated on KMC and 211,240 live births across all 87 hospitals, for an overall KMC initiation rate of 3.9/100 live births. More than 80% (84%; 73/87) of hospitals reported providing KMC in the last three months, but just 61% (53/87) had documented cases of KMC services in the 12 months before the survey. Among facilities reporting any KMC cases, the KMC initiation rates ranged from 0.6 cases/100 live births to 17.4 cases/100 live births. Levels of KMC initiation were highest at the central hospitals; of the four central hospitals, three had KMC initiation rates ≥5/100 live births, while one had low levels of KMC initiation (1.8/100 live births). While most (96%) of the district hospitals had KMC initiation rates ≥1/100 live births, 22% had KMC initiation rates ≥5/100 live births. One third of other hospitals and 18% of community hospitals had KMC initiation rates of ≥1/100 live births. In total, 15 of the 87 hospitals recorded KMC initiation rates ≥5 cases/100 live births.

Less than half of the hospitals (43%; 37/87) met criteria for KMC operational status at minimum levels (Figure 3). All central and nearly all district hospitals (96%) met criteria for minimum operational KMC,
compared to 33% of other hospitals and 6% of community hospitals (Figure 4). Fourteen of Malawi’s 87 hospitals (16%) met criteria for KMC operational status at routine levels (≥5/100 live births) (Figure 4).

DISCUSSION

Malawi has been systematically scaling up KMC services since the intervention was introduced in 1999 and has set ambitious targets for coverage of KMC as part of its ENAP plan, aiming for 75% of eligible newborns to receive KMC by 2020. However, our analysis of the 2014 EmONC needs assessment in Malawi, the first such survey to capture detailed information on KMC services at national level, suggest that much more needs to be done if Malawi is to reach its goals. Readiness of hospitals to provide KMC was just a fraction of reported service availability. While nearly 80% of hospitals reported providing KMC services, less than two-thirds of hospitals had the minimum tracer items and only one in six had all tracer items. Our study also found poor documentation of KMC services and low levels of KMC initiation, apart from a few hospitals with well-established KMC services. Overall, just 14 of Malawi’s 87 hospitals met the criteria for basic readiness and demonstrated providing KMC services routinely (at least 5 cases initiated on KMC per 100 live births).

Readiness to provide KMC services was limited primarily by lack of guidelines, caps/hats for newborns and service documentation. Having national guidelines in place at health facilities and health workers trained to use them in addition to emphasis on skills strengthening through mentorship sessions can help ensure standardization of service provision. At present, provision of caps/hats is not standard practice as mothers are expected to bring their own to the facility. Availability of caps/hats, which support thermal
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care, is especially important for women experiencing preterm birth who may not be able to provide their own. Our study found that KMC documentation continues to be a challenge, particularly for district and other hospital types. At the time of the study, a register and monthly report form to track KMC services was developed, but the tools were not nationally endorsed and dissemination was ad hoc. Consequently, routine service data for KMC were limited and incomplete.

Readiness and documentation of service provision were lowest among community level hospitals. Many community hospitals lacked designated beds for KMC and basic equipment such as a functional infant scale and fewer than one in five initiated at least one case per 100 live births on KMC. In some districts, inpatient KMC services have not scaled up to community level hospitals, which often lack the infrastructure and human resource capacity to manage all units as a hospital. The common practice has been to initiate babies on KMC and refer them to facilities with inpatient KMC or to community for ambulatory KMC, leading to documentation challenges as these referrals are often not recorded.

Our study found stark differences between reported availability of KMC, readiness to provide KMC, and documented KMC service provision. Facility reports of service availability overestimated the level of KMC services, especially when the expanded or full set of tracer items were applied. The recommended global ENAP process indicator for KMC is the proportion of facilities in which a space is identified for KMC and where staff have received training in KMC in the last two years [16]. The ENAP process indicator is similar to our definition of basic readiness (staffing, defined space, and a scale), which was met by most facilities. While the EmONC study tool gathered information about staff availability to provide KMC and not KMC training directly, our results suggest that reporting on the ENAP process indicator would overestimate the availability of KMC services in Malawi. The periodic capture and use of several additional tracer items will provide a better picture of facility readiness to provide KMC services. Work is under way to develop a standard list of tracer items by KMC experts as part of the ENAP indicator development and validation process [16]. We also assessed whether facilities had ‘operational’ KMC, by combining basic criteria of readiness with levels of documented KMC service provision, and found that less than half of hospitals met the minimum level of operational status, largely due to low levels of documented KMC initiation. This suggests that capturing readiness alone, as measured by availability of tracer items, is also prone to exaggerate service availability. Measures of service delivery should be captured alongside readiness where possible to obtain a clearer picture of how operational KMC is in a given facility.

While our findings suggest that we can improve the assessment of KMC service availability through better measurement of key inputs (readiness tracer items) and service delivery (operational status), understanding the strength and quality of KMC implementation at the facility and patient level will also be critical to achieving impact. As national surveys are not necessarily appropriate for gathering information on quality of care, supplementary studies and quality initiatives will be necessary for a complete picture of KMC service provision. Reporting on KMC availability, readiness, and operational status are necessary, but not sufficient indicators of KMC provision. Indeed, the presence of staff, supplies, and space for KMC is a prerequisite for quality implementation of KMC; but assessment of the quality of key components of KMC—skin-to-skin care and exclusive breastfeeding—is also needed to achieve meaningful process evaluation and scale-up of this life-saving intervention.

Building on momentum from the launch of ENAP, Malawi is investing in efforts to strengthen quality of newborn care services for small and sick babies, including KMC, and to improve documentation and reporting. The MoH is collaborating with partners, including Save the Children, MaiKhanda and others, to create an institutionalized mechanism for quality improvement of services for small and sick newborns through strengthening system building blocks such as leadership, financing, staffing, essential drugs and supplies, information systems, and ownership and partnership. The initiative aims at integrating functional small and sick newborn units, capacity building through mentorship and coaching, documentation and sharing of learning in all central and district hospitals in Malawi. Efforts such as these, in addition to Malawi’s participation in the KMC Acceleration Partnership Community of Practice, provide an opportunity to improve quality and strength of implementation of KMC at the facility and patient level.

Since the EmONC study was completed, the Malawi Reproductive Health Directorate and Central Monitoring and Evaluation Department (CMED), have taken important steps to address the poor documentation and reporting of KMC [17]. In October 2015, the MoH began rolling out a national routine reporting system for KMC, which includes a simplified, user-friendly KMC register and reporting tool designed to generate a set of core indicators for tracking KMC implementation and making clinical and management decisions to improve the quality of KMC services. Data are entered at the district level into the DHIS2 (Malawi’s health information system platform) and the core indicators are calculated automatically. On-
going efforts are needed to strengthen the timeliness, completeness and quality of the data and encourage regular use at facility, district and national levels.

Limitations
This study has some important limitations. We looked at the availability of selected tracer items for KMC services; other items required to provide quality care for small babies, such as nasal gastric feeding tubes, cups and spoons for feeding, and patient monitoring charts, were not captured. At the time the Malawi EmONC survey tools were being developed, consensus regarding what tracer items should be captured for KMC was not available. The preparation of such a standardized list, as currently in process through the ENAP metrics working group, will improve such assessments in future. We relied on KMC registers to look for evidence of KMC service delivery. However, the availability and completeness of register data are often low, as was seen in this assessment. Some facilities may have been providing KMC services without using the registers, which could underestimate the level of KMC services being provided. Further, we were unable to assess the quality of the register data, and it is unclear how data quality issues would affect the results. We attempted to assess ‘operational’ KMC, combining measures of basic readiness with documentation of service delivery. However, EmONC surveys, like most facility assessments, rarely include an observational component and are unable to determine important aspects of the quality of care provided, and as such our measures of operational KMC do not take this into account.

CONCLUSIONS
We found large differences between reported levels of KMC services and documented levels of KMC readiness and service provision among hospitals in Malawi. While many hospitals met the basic criteria for KMC readiness, few had most or all tracer items. Levels of documented KMC initiation were much lower than needed to achieve high coverage of KMC for preterm and LBW babies in Malawi.

We recommend that, when feasible, facility assessments of services, such as KMC, include record reviews to better estimate service availability and delivery. Further efforts to strengthen capacity of Malawian hospitals to deliver KMC are needed, particularly for district, community and other hospitals. Such efforts should include routine reviews of KMC data by facility for gaps and ensuring basic items are available to hospitals providing inpatient KMC. Regular assessment of levels of KMC service delivery through the existing DHIS2 are required to identify under-performing facilities and provide further support and supervision.
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**Background** Globally, mental disorders are the leading cause of disability among children and adolescents. To date, there has been no estimate of developmental assistance supporting mental health projects that target children and adolescents (DAMH–CA). This study aimed to identify, describe and analyse DAMH–CA with respect to annual trends (2007–2014), sector, project type, recipient regions, and top donor and recipient countries, and estimate annual DAMH–CA per child/adolescent by region.

**Methods** Developmental assistance for all projects focused on children and adolescent mental health between 2007 and 2014 was identified on the Organisation for Economic Co-operation and Development’s (OECD) Creditor Reporting System, and analysed by target population, sector, project type, donors, and recipients. The study did not include governmental or private organisation funds, nor funding for projects that targeted the community or those that included mental health but not as a primary objective.

**Results** Between 2007 and 2014, 704 projects were identified, constituting US$ 88.35 million in DAMH–CA, with an average of 16.9% of annual development assistance for mental health. Three quarters of DAMH–CA was used to fund projects in the humanitarian sector, while less than 10% was directed at mental health projects within the education, HIV/AIDS, rights, and neurology sectors. DAMH–CA was predominantly invested in psychosocial support projects (US$ 63.24 million, 72%), while little in absolute and relative terms supported capacity building, prevention, promotion or research, with the latter receiving just US$ 1.2 million over the eight years (1.4% of total DAMH–CA). For 2014, DAMH–CA per child/adolescent was US$ 0.02 in Europe, less than US$ 0.01 in Asia, Africa, and Latin America and the Caribbean, and US$ 0 in Oceania.

**Conclusions** To mitigate the growing burden of mental and neurological disorders, increased financial aid must be invested in child and adolescent mental health, especially with respect to capacity building, research and prevention of mental disorder projects. The present findings can be used to inform policy development and guide resource allocation, as current developmental assistance is described by sector and project type, thereby facilitating the identification of specific areas of investment need.

The Global Burden of Disease Study 2013 indicates that 21.2% of years lost to disability (YLDs) and 7.1% of disability-adjusted life years (DALYs) are attributable to mental illness, although a more recent analysis suggests that 32.4% and 13.0%, respectively, are more accurate estimates due to exclusion/inclusion issues.

**Electronic supplementary material:** The online version of this article contains supplementary material.
with the original calculations [1,2]. An estimated 20% of all children and adolescents have some form of mental disorder, one quarter of which are severe [3,4]. Globally, mental illness (including substance use disorders) is the leading cause of disability in children and young people, accounting for 54.2 million YLDs (23% of disability in children and youth), 6.3 million years of life lost (YLL) due to suicide, and 61.8 million DALYs (5th leading cause of disability and 6.3% of all DALYs, when including the burden of suicide) [4]. Despite this, the vast majority of children around the world do not have access to mental health services, largely due to severe shortages of mental health professionals, lack of health worker training on children and adolescent mental health, and stigma [5–8]. Given that an estimated 50% of adult mental disorders have their onset during adolescence, the lack of care and early intervention during this period results in lost economic productivity by both the individual and their carers [8–10]. The World Health Organisation (WHO), researchers, advocates and clinicians repeatedly recommend prioritising increased prevention of mental disorders, and the adoption of a life-course approach to address the mental health burden [11–13].

Significant strides have been made in recent years to increase the visibility and funding of mental health. The WHO has published a comprehensive mental health action plan (2013–2020) and, with the World Bank, mobilised a global alliance to scale up implementation and prioritise mental health [14–16]. Additionally, mental health and substance use disorders have been included in two health targets of the Sustainable Development Goals [17]. Despite this progress, there is a need for increased funding to support the growth of mental health services. In 2007, the Lancet Global Mental Health Group recommended an investment of US$ 2 per person per year to scale up basic mental health care packages in LICs, and US$ 3–4 in LMICs which, when taking inflation into account, is equivalent to US$ 2.34 and US$ 3.51–4.68 in 2017 US dollars [18,19]. In practice, average governmental spending on mental health ranges from 0.5% (equivalent to US$ 0.20 per capita) of the annual health budget in low-income countries (LICs), 1.9% in low-middle-income countries (LMICs), and 2.4% and 5.1% in upper-middle- and higher-income countries (UMCs and HICs, respectively) [20].

A recent analysis of developmental assistance for mental health (DAMH) between 2007 and 2013 reveals a similar picture, with assistance more than trebling in actual terms from US$ 53.67 million in 2007 to US$ 196.62 million in 2013, yet remaining less than 1% of total developmental assistance for health [21]. The annual DAMH average of US$ 133.57 million is over 50 times less than funding for HIV, despite mental, neurological and substance use disorders causing more than double the global burden of HIV/AIDS [22]. DAMH per capita was calculated to be US$ 0.05 which, when added the average governmental spending, still leaves each individual in LICs US$ 2.09 short per year (accounting for inflation) of the minimum investment needed to scale up basic mental health care packages [21].

To the best of our knowledge, to date there is no estimate of DAMH specifically targeted at children and adolescents (DAMH–CA). The present study aims to estimate DAMH–CA between 2007 and 2014, and to describe, analyse and comment on the distribution by year, sector, project type, top recipients and donors, recipient regions, as well as estimate annual DAMH–CA per child/adolescent by region.

METHODS

An adaptation of previous studies’ methods using the Creditor Reporting System (CRS) of the Organisation for Economic Co-operation and Development’s (OECD) Development Assistance Committee (DAC) was used to identify DAMH–CA [21,23–25].

Data source

The CRS is a comprehensive, open-access database detailing aid activities reported by DAC and non-DAC countries, multilateral organisations, and private donors [26]. It provides project-by-project information on donor disbursements (recorded by funding year), and is considered the most reliable source on development assistance projects. CRS spreadsheets detailing all aid projects between 2007 and 2014 were downloaded and searched within for children and adolescent mental health projects (project identification methodology detailed below). Data collected was conducted between November 2015 and May 2016.

Identification of children and adolescent mental health projects

DAMH–CA is defined here as financial aid for mental health projects targeted at children and/or adolescents. Projects were identified using keywords searches in the project title, short description and long description. The keywords were based on language used for diagnosing and describing mental illness and psychosocial well-being, developed in English and translated into Italian, French, Portuguese, Spanish,
German and Dutch (see Table S1 in the Online Supplementary Document). When a project included a keyword, the title and descriptions were read to determine whether it should be included, and to ascertain and record the target population (community, adults, or children and adolescents). Most of these keywords were the same as those used by previous studies [21] with some additions and/or modifications, eg, “therap–” to include therapy, therapist, therapeutic. “Wellbeing” was another addition and did present challenges due to the broad concept it encompasses; the project was included if mental well-being was specified, otherwise it was coded as a ‘multicomponent’ project (ie, a project which included mental health within its remit but not as a primary objective).

In line with previous methodologies [21], projects were searched for in the education, health, government and civil services, other social infrastructure and services, and humanitarian aid sectors. Due to the heterogeneity of multicomponent projects in terms of size and aims, it was not possible to identify the proportion of funding directed at mental health therefore, unlike previous studies [21], developmental assistance for multicomponent projects was not included as DAMH–CA.

Categorisation by sector, project type and population group

Once data collection was complete, a random selection of projects was open–coded for sector and project type by two researchers [JT, HP] (n = 60). The codes were discussed and finalised, and then the remaining projects were manually coded (see Table S2 for definitions of sector and project type, and Text S1 for detailed description of coding process, both in Online Supplementary Document). The data were then tracked for trends in DAMH–CA by year, sector, programme type, donor, and recipient. Programmes targeting the general community were not included to prevent overestimation of DAMH–CA, as it became apparent from project descriptions that the overarching focus of community programmes was on adults, and that children and adolescents were generally secondary beneficiaries at best.

The CRS gives three options for the recording of financial data; actual disbursement, money received, and commitment. It was decided to use actual disbursement data, as money received was rarely recorded and there were often discrepancies between actual disbursement and commitment. When actual disbursement data were not available, money received was used instead, and for the remaining projects (n = 73) commitments, multiplied by the actual disbursement:commitment ratio (1:0.816), were used. DAMH–CA is presented in 2013 constant dollars, ie, adjusted for inflation and using the exchange rates of 2013 [27].

Recipient and donor data, annual DAMH–CA per child/adolescent, and cumulative DAMH–CA by recipient country

Recipient and donor information for most projects was available, therefore the top ten cumulative (ie, aggregated 2007–2014 DAMH–CA) recipients and donors between 2007 and 2014 were identified. DAMH–CA for unspecified recipients (n = 14) amounted to US$ 4.61 million. It was possible to calculate annual DAMH–CA per child/adolescent by region, using UN Department of Economic and Social Affairs population data (see Text S2 in Online Supplementary Document for detailed methodology). The percentage of cumulative DAMH–CA per recipient country was mapped, although the West Bank and Gaza were excluded as they received a disproportionate percentage (28.0%) of DAMH–CA, which would have rendered the shading of the rest of the map uninformative. DAMH–CA for unspecified recipient counties was not included in the mapping (US$ 5.85 million, 6.6%), and DAMH–CA for unspecified regions (US$ 4.61 million, 5.2%) was not included for the per child/adolescent calculations.

RESULTS

DAMH by target population

DAMH between 2007 and 2014 was US$ 550.79 million, of which DAMH–CA was US$ 88.35 million (16.0%). DAMH targeted at adults was US$ 17.74 million (3.2%), and community DAMH was US$ 444.70 million (80.7%). 704 mental health projects targeting children and adolescents were identified, making the average spending per project almost US$ 125 500.

Annual trends of DAMH–CA

Annual DAMH–CA between 2007 and 2014 was an average of US$ 11.04 million per year, with no clear annual trend (Figure 1). DAMH–CA ranged from a peak in 2010 of US$ 15.99 million to US$ 6.31 mil-
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lion in 2013. DAMH–CA constituted an annual average of 16.9% of DAMH, ranging from 9.5% in 2007 to 27.7% in 2011. Developmental assistance for multicomponent programmes totalled US$ 129.30 million (annual average = US$ 16.16 million). Annually, it varied considerably, from US$ 75.26 million in 2007 to US$ 3.22 million in 2011 (see Figure S1 in Online Supplementary Document). When considered as a proportion of DAMH, there is possibly a shift from lower to higher annual investment in multicomponent programmes in more recent years, although this would need to be tracked over more years to confirm.

DAMH–CA by sector and project type

The humanitarian sector received the highest cumulative proportion of DAMH–CA (US$ 41.72 million, 47.2%; Table 1). This was followed by the health and substance use sectors (US$ 25.86 million [29.3%] and US$ 10.99 million [12.4%], respectively). Projects addressing autism received US$ 3.91 million over the eight years, equivalent to 4.4% of total DAMH–CA. Other sectors (education, HIV/AIDS, rights, and neurological disorders) received a cumulative total of US$ 5.87 million (6.6% of total DAMH–CA). Many projects supported children and adolescents affected by, or at risk of, specific diseases/disorders, namely substance use, autism, HIV/AIDS and neurological disorders. To provide richer data on the types of projects funded through DAMH–CA, those addressing the mental health impact of these diseases and disorders on children and adolescents have been differentiated from general health projects.

Figure 1. Annual trends of developmental assistance supporting mental health projects that target children and adolescents (DAMH–CA) and as a proportion of DAMH, 2007–2014 (US$ millions).

Table 1. Distribution of cumulative (2007–2014) DAMH–CA by sector and project type with percentages of sector spending for each project type, US$ millions*

<table>
<thead>
<tr>
<th>Sector</th>
<th>Capacity building</th>
<th>Prevention</th>
<th>Promotion</th>
<th>Psychosocial support</th>
<th>Research</th>
<th>Sector totals (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humanitarian</td>
<td>0.69 (1.7%)</td>
<td>1.60 (3.8%)</td>
<td>1.76 (4.2%)</td>
<td>37.67 (90.3%)</td>
<td>N/I</td>
<td>41.72 (47.2%)</td>
</tr>
<tr>
<td>Health</td>
<td>3.01 (11.6%)</td>
<td>0.76 (2.9%)</td>
<td>2.18 (8.4%)</td>
<td>19.91 (77.0%)</td>
<td>N/I</td>
<td>25.86 (29.3%)</td>
</tr>
<tr>
<td>Substance use</td>
<td>0.45 (4.1%)</td>
<td>7.17 (65.2%)</td>
<td>0.40 (3.6%)</td>
<td>2.53 (23.0%)</td>
<td>0.44 (4.0%)</td>
<td>10.99 (12.4%)</td>
</tr>
<tr>
<td>Autism</td>
<td>1.74 (44.6%)</td>
<td>N/I</td>
<td>0.18 (4.6%)</td>
<td>1.34 (34.3%)</td>
<td>0.63 (16.6%)</td>
<td>3.91 (4.4%)</td>
</tr>
<tr>
<td>Education</td>
<td>2.10 (61.9%)</td>
<td>N/I</td>
<td>0.65 (19.3%)</td>
<td>0.57 (16.8%)</td>
<td>0.07 (2.0%)</td>
<td>3.39 (3.8%)</td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>0.20 (16.2%)</td>
<td>0.01 (1.0%)</td>
<td>N/I</td>
<td>1.04 (82.8%)</td>
<td>N/I</td>
<td>1.26 (1.4%)</td>
</tr>
<tr>
<td>Rights</td>
<td>0.05 (7.5%)</td>
<td>N/I</td>
<td>0.64 (92.5%)</td>
<td>N/I</td>
<td>N/I</td>
<td>0.69 (0.8%)</td>
</tr>
<tr>
<td>Neuro</td>
<td>0.32 (60.3%)</td>
<td>N/I</td>
<td>N/I</td>
<td>0.18 (33.3%)</td>
<td>0.03 (6.4%)</td>
<td>0.33 (0.6%)</td>
</tr>
<tr>
<td>Project type totals (%)</td>
<td>8.57 (9.7%)</td>
<td>9.34 (10.8%)</td>
<td>5.81 (6.6%)</td>
<td>63.24 (71.6%)</td>
<td>1.20 (1.4%)</td>
<td>88.35 (100.0%)</td>
</tr>
</tbody>
</table>

*DAMH–CA – developmental assistance supporting mental health projects that target children and adolescents, N/I – no investment

*Row percentages show the percentage of DAMH–CA for project types within the different sectors. Percentages in the ‘Sector totals’ column show the percentage that each sector constitutes of the total DAMH–CA.
Over 90% of DAMH–CA in the humanitarian sector was directed at the provision of psychosocial support, where the majority of projects funded counselling and well-being promotion projects. Very little was invested in building the capacity of communities and aid workers to sustain the psychosocial response in the long-term, and none was invested in research. Similarly, the majority of DAMH–CA invested in the general health sector was aimed at the provision of psychosocial support, of which 68% of the projects were funded by UNICEF, predominantly as child friendly spaces. Other project types included training caregivers and counsellors in psychosocial support, well-being promotion projects, and the construction of youth mental health centres. Again, there was no investment in research. Substance use was the only sector which received DAMH–CA for all project types, and which was aimed predominantly at prevention of drug abuse, particularly in South America. Other projects included psychoeducation and improvement of counselling services, and many focused on street children. Much of the DAMH–CA for autism projects funded those supporting and training families to take care of their children’s needs, establishing specialised centres and services, and providing therapy. Over half of the projects in the education sector had a capacity–building focus; the development of mental health services in schools, and construction of specialised centres. Others involved well-being promotion programmes and those supporting cognitive development. There were no projects focusing on prevention of mental disorders within education. Over 80% of DAMH–CA targeting children and adolescents affected directly or indirectly by HIV/AIDS funded the provision of psychosocial support, and most of the remaining assistance was spent on projects that trained counsellors or increased access to counsellors. Very little money – less than 1% of total DAMH–CA – was invested in the promotion of rights of people with mental health problems, but those that were funded frequently supported young people to be advocates for mental health and mental health care. Lastly, most funding within neuro supported the building of observatories, establishment of services, and training of staff for improved care for children and adolescents with neurological and intellectual disabilities.

Capacity building projects frequently focused on building centres and facilities, training professionals who are in contact with children and adolescents (from general health staff to teachers to counsellors) as well as families and/or caregivers, and especially targeted children with autism and mentally handicapped children. Prevention projects predominantly aimed to prevent drug and alcohol abuse, especially targeting vulnerable children and youth, such as street children and orphans. Promotion projects varied considerably, and often aimed to promote well-being, and social and cognitive development. Projects providing psychosocial support received over 70% of total DAMH–CA, and were offered through community-, school- and centre-based initiatives. The project descriptions were quite vague, making it difficult to glean deeper information about the forms of support. Lastly, many of the research studies were epidemiological, and focused on children with autism and special needs.

### Annual trends of DAMH–CA by sector

Absolute DAMH–CA in the humanitarian sector decreased 73.8% between 2011 and 2014 (Figure 2 for annual distribution of DAMH–CA by sector). Since 2012, the health sector received the largest proportion of DAMH–CA, ranging between 37.1% and 53.2%, with an annual average of US$ 3.23 million. DAMH–CA for substance use disorders dropped from 2011, with a 2011–2014 average of just US$ 0.27 million per year, equating to an almost 90% decrease in average spending compared with 2007–2010 (average = US$ 2.48 million).
Developmental assistance for child and adolescent mental health in low– and middle–income countries

DAMH–CA for autism fluctuated between 2007 and 2014, with an investment of US$ 1.06 million in 2014 (11.0% of DAMH–CA for 2014). Combined annual DAMH–CA for HIV/AIDS, education, rights, and neurological disorders was extremely low in absolute terms, never reaching US$ 1 million (see Table S3 in Online Supplementary Document for breakdown of annual spending).

**Annual DAMH–CA by project type**

DAMH–CA for projects providing psychosocial support consistently received the largest annual proportions, although decreased in 2014 by more than half compared to its peak in 2010 (Figure 3). DAMH–CA for prevention projects more than halved from an average of US$ 1.78 million between 2007 and 2010 to US$ 0.61 million between 2011 and 2014. DAMH–CA for capacity building steadily increased since 2011, although remained low in absolute terms between 2007 and 2014 with an average of US$ 1.7 million per year. Promotion projects consisted of just 6.6% (US$ 5.81 million) of DAMH–CA between 2007 and 2014. Funding supporting research on child and adolescent mental health consisted of just 1.4% of DAMH–CA between 2007 and 2014, and received no funds in 2007–2009, 2013, and 2014.

**Top ten donors and recipients of DAMH–CA, and DAMH–CA per child/adolescent**

Most DAMH–CA was multilateral, ie, aid from international institutions with governmental membership. EU institutions and UNICEF together invested over US$ 33 million – almost 40% – of DAMH–CA between 2007 and 2014 (Figure 4). The majority (62.1%) of funding from EU institutions was for humanitarian projects, mainly implemented in the West Bank and Gaza. Many projects by UNICEF supported child friendly spaces, implemented all over the world. Germany provided DAMH–CA for almost one quarter (22.8%) of total DAMH–CA targeting autism, and one fifth of the total DAMH–CA for capacity building. DAMH–CA from Spain constituted almost 60% of total funding for substance use projects, predominantly implemented in South America. DAMH–CA from Italy had no consistent pattern for recipient, project type, or sector. Most aid (77.8%) from the USA was for humanitarian projects in Africa and the Middle East, although several of their projects did not specify the recipient. Over one third (36.4%) of DAMH–CA from Finland, Norway, Japan and Austria was directed Sub–Saharan Africa, predominantly funding psychosocial support projects within the health sector.

The West Bank and Gaza received almost one third of total DAMH–CA (US$ 24.78 million; 28.0%; Figure 5), over half of which (US$ 14.4 million) came from EU institutions. All DAMH–CA for Afghanistan was from UNICEF and Germany, and funded psychosocial support and child friendly spaces. Eight out
of the 17 projects implemented in Syria were specifically aimed at Iraqi refugees, while the remaining projects encompassed psychosocial support and humanitarian action. Projects in Uganda predominantly provided psychosocial support for vulnerable children, and those in the DRC addressed both the psychosocial impact of conflict on children and capacity building. Most projects in both Albania and Peru were aimed at substance abuse prevention. In South Africa, many projects targeted children affected by HIV/AIDS and other chronic illnesses. Projects in Lebanon often concerned the psychosocial support of refugee children from neighbouring countries. DAMH–CA to Libya consisted of a single ‘emergency response’ disbursement from Italy in 2011. The proportional distribution of cumulative DAMH–CA by country is indicated in Figure 6.

Cumulative DAMH–CA (2007–2014) by region was as follows: Asia received US$ 46.24 million (52.3%), Africa received US$ 22.52 million (25.5%), Latin America and the Caribbean (LACAR) received US$ 9.83 million (11.1%), Europe received US$ 4.91 million (5.6%), and Oceania received US$ 0.24 million (0.3%). DAMH–CA for unspecified recipient regions was US$ 4.61 (5.2%). In 2014, the DAMH–CA for one region only (Europe) equated to more than one dollar cent per child/adolescent, three regions (Asia, Africa, Latin America & the Caribbean) received less than one cent per child/adolescent, and Oceania receive no DAMH–CA (as was the case for half of the years between 2007–2014; Table 2).

Figure 4. Top ten cumulative donors of developmental assistance supporting mental health projects that target children and adolescents (DAMH–CA), 2007–2014.

Figure 5. Top ten cumulative recipients of developmental assistance supporting mental health projects that target children and adolescents (DAMH-CA), 2007–2014.
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DISCUSSION

Analysis of the OECD’s CRS data revealed that DAMH–CA between 2007 and 2014 is low in both absolute terms and relative to DAMH, amounting to a total of US$ 88.35 million (16% of DAMH 2007–2014, annual average = US$ 11.04 million). DAMH–CA steadily increased between 2007 and 2010, progressively decreased from 2010 until 2013, and then increased from the lowest annual total of US$ 6.31 in 2013 to US$ 9.94 in 2014. This pattern could represent a cyclic funding trend, although lack of data on project durations prevent definitive conclusions. Another possible explanation is that funding for children and adolescent mental health is being increasingly channelled into multicomponent development projects which include mental health within their remit; for 2013 and 2014, multicomponent projects constituted 50–70% of total developmental assistance for multicomponent projects combined with DAMH–CA. While integration of mental health services is encouraging, developmental assistance focusing on mental health specifically is still fundamental to build capacity and expertise amongst health practitioners and lay professionals.

704 mental health projects targeting children and adolescents were identified, with an average of US$ 125,500 per project. In 2014, just one region received over US$ 0.01 in DAMH–CA per child/adolescent. Comparison of 2007 and 2014 DAMH–CA per child/adolescent revealed a decrease in two regions and no increase in others, likely due to population increase as well as insufficient funding. These figures in-

Table 2. Annual developmental assistance for DAMH–CA per child/adolescent by region, 2007–2014*

<table>
<thead>
<tr>
<th>Region</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Asia</td>
<td>0.02</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Europe</td>
<td>0.02</td>
<td>0.01</td>
<td>&lt;0.01</td>
<td>0.04</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>LACAR</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.02</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Oceania</td>
<td>0.02</td>
<td>N/I</td>
<td>0.03</td>
<td>0.01</td>
<td>N/A</td>
<td>&lt;0.01</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

DAMH–CA – developmental assistance supporting mental health projects that target children and adolescents, LACAR – Latin America and the Caribbean, N/I – no investment.

*Excluded was DAMH–CA for unspecified regions (US$ 4.61; 5.2%).
project types—although almost half of this aimed to increase capacity through training professional and lay workers, especially in LMICs [28]. Autism, as a single disorder, received almost 5% of total DAMH–CA, and encouragingly almost half of this aimed to increase capacity through training professional and lay workers, especially in LMICs [28].

Over 75% of total DAMH–CA was invested in projects implemented within the humanitarian and health sectors, predominantly for the provision of psychosocial support but relatively little in the way of promotion, prevention, or capacity building to sustain a long–term response. A public health approach involving research, prevention, promotion, capacity building and psychosocial support is strongly recommended for mental health, however substance use was the only sector in which there was investment in all project types [29,30].

Very little DAMH–CA supported mental health projects within the education sector; less than US$ 4 million over the eight years. The relationship between mental health and education is bidirectional, with poor mental health being associated with early school dropout and subsequent long–term negative consequences at the individual, familial, societal and even national level while, in addition to health benefits, psychological well-being has been associated with improved educational outcomes, social relationships and productivity, and reduced absenteeism, anti–social behaviour, and crime [31]. Increased planning and financial collaboration between the health and education sectors is necessary, in particular for programmes aiming to prevent the development of mental disorders and symptoms as these are promoted as an effective and cost–effective approach, and schools are arguably the platform with the highest reach [11–13,32]. Just 11% – under US$ 10 million – of DAMH–CA between 2007 and 2014 funded prevention projects, none of which were based in schools. The only area in which there was substantial investment in prevention programmes was against the development of drug and alcohol use disorders.

Much DAMH–CA from top donors was invested in projects within the humanitarian sector, especially directed at the West Bank and Gaza, which received almost 30% of total DAMH–CA. Many of the top recipient countries are currently or recently affected by armed conflict, or neighbouring those affected by conflict. There is a distinct lack of investment trends, suggesting a lack of direction for children and adolescent mental health care. To improve this, and increase autonomous and sustainable mental health care in LMICs, increased investment is required especially in research and capacity building. Cumulative DAMH–CA for these project types amounted to just US$ 1.20 (1.4%) and US$ 8.57 million (9.7%), respectively. Investment in research and capacity building is essential to equip countries with the necessary data to guide their financing of mental health services, and strengthen the design, implementation, evaluation, and scale–up of evidence–based interventions.

It must be noted that the figures presented here are an underestimate of mental health funding for children and adolescents, as they do not include governmental and private organisation funds. This is a limitation of the study, especially regarding the estimate for research funding, as much of this funding comes from such sources. However, a database (or similar) detailing research projects funded through different agencies is not available, and therefore including research projects only funded by specific funding bodies would have clouded the conceptual clarity of the study. It was also not possible to estimate the proportion of DAMH–CA for multicomponent and community–targeted projects due to their heterogeneity, although the project descriptions suggested that mental health and children and adolescents, respectively, were not the primary targets of these projects. Increased reporting transparency and detail in the CRS would give clearer insight into the distribution of the benefits of these projects. The exclusion of multicomponent programmes is the likely reason for discrepancies with previous DAMH estimates, as well as the inclusion of additional keywords geared towards the psychosocial side of mental illness, such as ‘well–being’ and ‘therapy’. Compared to previous methodologies (eg, [23]), the method used here to identify projects targeting children and adolescents was more thorough, as each project was considered for inclusion or exclusion as opposed to the calculation of developmental assistance based on population proportions.
Given the widespread consensus that the optimal method for negotiating the increasing burden of mental health is through targeting children and adolescents as part of a life-course approach [4,13], increased DAMH–CA is crucial. Projects aiming to promote well-being and prevent mental disorders merit a substantial increase in investment, as they have been demonstrated to be both effective and cost–effective, particularly those implemented in schools and through national policy [32]. Research and capacity building especially require increased funding, to ensure appropriate and sustainable care and promotion of mental health and well-being of future generations.
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Background Achieving World Health Organization (WHO) recommendations for postnatal care (PNC) within the first few weeks of life is vital to eliminating early mother–to–child transmission of HIV (MTCT) and improving infant health. Almost half of the annual global deaths among children under five occur during the first six weeks of life. This study aims to identify uptake of three PNC visits within the first six weeks of life as recommended by WHO among South African mother–infant pairs, and factors associated with uptake.

Methods We analyzed data from three facility–based, nationally representative surveys (2010, 2011/12 and 2012/13) primarily designed to determine the effectiveness of the South African program to prevent MTCT. This analysis describes the proportion of infants achieving the WHO recommendation of at least 3 PNC visits. Interviews from 27 699 HIV–negative and HIV–positive mothers of infants aged 4–8 weeks receiving their six week immunization were included in analysis. Data were analyzed using STATA 13.0 and weighted for sample ascertainment and South African live births. We fitted a multivariable logistic regression model to estimate factors associated with early PNC uptake.

Results Over half (59.6%, 95% confidence interval (CI) = 59.0–60.3) of mother–infant pairs received the recommended three PNC visits during the first 6 weeks; uptake was 63.1% (95% CI = 61.9–64.3) amongst HIV exposed infants and 58.1% (95% CI = 57.3–58.9) amongst HIV unexposed infants. Uptake of early PNC improved significantly with each survey, but varied significantly by province. Multivariable analysis of the pooled data, controlling for survey year, demonstrated that number of antenatal visits (≥4 vs <4 Adjusted odds ratio (aOR) = 1.13, 95% CI = 1.04–1.23), timing of initial antenatal visits (≤12 weeks vs >12 weeks, aOR = 1.13, 95% CI = 1.04–1.23), place of delivery (clinic vs hospital aOR = 1.5, 1.3–1.6), and infant HIV exposure (exposed vs unexposed aOR = 1.2, 95% CI = 1.1–1.2) were the key factors associated with receiving recommended PNC visits.

Conclusions Approximately 40% of neonates did not receive three or more postnatal care visits in the first 6 weeks of life from 2010–2013. To improve uptake of early PNC, early antenatal booking, more frequent antenatal care attendance, and attention to HIV negative women is needed.

Global efforts to improve the health of children under one year of age have succeeded in reducing preventable infant deaths, yet infant mortality remains high in sub–Saharan Africa, especially in settings of high HIV preva-
Neonatal deaths occur predominantly from complications with preterm births, intrapartum-related issues, sepsis, and pneumonia – all requiring medical intervention within the health system if they are to be averted [3]. Most infant deaths occur during the postnatal period from birth to six weeks, making health care interactions important during this critical time [1,3,4]. If mother to child transmission of HIV (MTCT) has not occurred during pregnancy or delivery, it can occur during the early postnatal period, if adherence to maternal triple antiretroviral therapy (ART) is inadequate during breastfeeding and maternal viral load is not suppressed [5]. Interactions with the health system during the early postnatal period can aid in averting these causes of neonatal death and reducing early HIV transmission.

South Africa, as a country with slowly reducing infant mortality and static perinatal mortality, within the context of the greatest HIV epidemic in the world, suffers in the dual and associated burdens of child mortality and HIV [6]. Although infant mortality reduced from 39 per 1000 live births in 2009 to 29 per 1000 live births in 2013, neonatal mortality rates and antenatal HIV prevalence remain stable at 11 per 1000 live births since 2012 [7], and almost one third (29.7%) of pregnant women were living with HIV in 2013 [8]. This ultimately places infant populations at greater risk for HIV acquisition and death [9].

While South Africa demonstrates commitment to adopting and implementing prevention of mother to child transmission (PMTCT) guidelines [10–12], there is a paucity of data on uptake of early postnatal care (PNC). The World Health Organization (WHO) recommends that infants receive at least three PNC visits within the first six weeks of life timed at 3 days, 7–14 days, and 6 weeks to ensure positive health outcomes [4]. The WHO recommends three PNC visits over fewer PNC visits based on evidence regarding the timing and prevalence of causes of infant mortality and morbidity and is further described in the “WHO Recommendations on Postnatal Care of the Mother and Newborn” [4]. It is important to note that the optimum number and timing of PNC visits is the subject of debate, especially in resource limited settings [13]. South Africa has not yet adopted the WHO recommendation and promotes two early PNC visits within 6 days post-delivery and 6 weeks [14]. These visits support infant and child health through delivery of immunizations and dissemination of health messages to mothers such as appropriate feeding practices and recognition of danger signs. No routine home-based PNC visits were part of national policy in South Africa, at the time of this work.

National statistics regarding early PNC focus on attendance to the PNC visit timed before 6 days post-delivery. Estimates from 2014–2015 indicate that about 74.3% of mothers and infants achieved this visit, falling slightly short of the national target of 80% [14].

This paper aims to describe the current status of population-level achievement of at least three PNC facility-based visits during the first six weeks postpartum among infants achieving the 6-week immunization visit in South Africa, and to identify associated factors. This analysis identifies areas of potential intervention to improve progress toward achieving the global WHO recommendation in the interest of optimizing neonatal health.

**METHODS**

**Study population**

Data for this secondary data analysis were collected through the “Evaluation of the effectiveness of the national Prevention of Mother-to-Child Transmission programme on infant HIV in South Africa” surveys conducted in 2010 (June–December 2010), 2011/12 (August 2011–March 2012), and 2012/13 (October 2012–May 2013). Public sector health facilities were sampled using multi-stage, probability proportional to size methodology, and the study was powered to produce nationally-representative results of MTCT. More detailed information about the survey is available in previous publications [10,15].

For this study, mother/caregiver–infant pairs were enrolled during the infant’s first postpartum immunization visit at six weeks since national coverage of this visit is known to be very high in South Africa [11]. Infants presenting severely ill at the facility were not included in the study, and by nature of the sampling method, infants who died before 6 weeks of age were not included. A total of 30,751 mother/caregiver–infant pairs over the three survey years were eligible for the study and completed interviews.

**Data collection**

Trained fieldworkers (nurses) interviewed mothers and caregivers about socio-demographic information, infant health and feeding practices, and postnatal care. Mothers were also interviewed about their HIV
status and testing practices, and care received during the antenatal and intrapartum periods. Infant dried blood spot samples (iDBS) were taken at the time of the interview (4–8 weeks postpartum) to detect the presence of maternal HIV antibodies and infant HIV infection. Responses to the question on facility–based PNC were based on maternal recall; however, fieldworkers cross–checked information recalled by the mother with information documented in the infant’s Road to Health booklet. Gestational age was abstracted from the infant Road to Health booklet.

Data analysis

This particular analysis was restricted to 27,699 mothers (not other caregivers) with available PNC information, regardless of the availability of infant HIV test results (9,278 from 2010, 9,542 from 2011/12, and 8,879 from 2012/13). Data were weighted to adjust for sampling methods, sample ascertainment, and South African live births. We performed frequencies to assess the proportion of infants who achieved at least 3 PNC visits in a facility within the first six weeks post–delivery vs those who had fallen short of the recommended visits. The six–week immunization visit was included as a PNC visit.

We performed frequencies to describe socio–demographic characteristics of the mother–infant pairs, as well as frequencies to examine factors related to antenatal and delivery care. HIV exposure was defined by maternal self–reported HIV status during pregnancy and labor. To determine whether variables predicting uptake of early PNC were different by HIV exposure status, we tested the associations between each variable of interest and the PNC outcome variable separately among HIV exposed infants and among HIV unexposed infants. When it was established that the same associations were seen regardless of HIV exposure status, we pooled these data. Justification was also established to pool the data from all survey years when significant changes were not seen among independent variables over time.

To estimate uptake of early PNC as an odds ratio adjusted for all covariates, we fitted a multivariable logistic regression model using purposeful selection of variables [12]. Parameters were initially included in the multivariable model if they had a Wald test result that was significant at 25% in bivariate logistic regression. Prior studies indicate that traditional cut–off levels for significance, such as the commonly used 5% significance level, fail to identify important variables [16,17]. Variables were then eliminated from the model if they were no longer significant at 10% in the multivariable model and if their removal did not change any parameter by more than 15%. Variables not significant in bivariate regression were then placed in the model and retained if they became significant when added to the multivariable model or if they changed any parameter by more than 15% [12]. All analyses were performed using STATA 13.

Ethical consideration

The protocol for the cross–sectional survey was approved by Human Subjects Division at the United States Centers for Disease Control and Prevention within the Center for Global Health and the institutional review board of the South African Medical Research Council. Mothers provided written informed consent prior to the onset of the interview.

RESULTS

Population characteristics

Within the population included for this analysis, one third (30.0%, 95% CI = 29.4–30.6) of infants were HIV exposed based on maternal self–reported HIV status (Table 1). Most infants were 6 weeks old (79.9%, 95% CI = 79.3–80.4) at the time of the interview, while smaller proportions were 4–5 weeks old or 7–8 weeks old. Almost all infants were black (92.8, 95% CI = 92.5–93.1).

The mean age of mothers was 26.1 years (standard deviation: 6.3) and the majority of them were single (75.5%, 95% CI = 74.9–76.1). Most women reported that their highest level of education attended was grades 8–12 (79.3%, 95% CI = 78.7–79.8). Over half of the women were multiparous (61.1%, 95% CI = 60.4–61.7). Over half of the women (55.9%, 95% CI = 55.2–56.5) were able to correctly identify all modes of MTCT.

Uptake of early PNC

About 60% (59.6%, 95% CI = 59.0–60.3) of those included in the survey achieved at least 3 PNC visits in the first 6 weeks of life, with a median of 3 PNC visits per infant (Table 2). Approximately 46.0% (95%
Table 1. Characteristics of study population, overall and by year (N = 27,699)

<table>
<thead>
<tr>
<th>Infant HIV exposure</th>
<th>Total N = 27,699</th>
<th>Survey year 2010, n = 9,278</th>
<th>Survey year 2011, n = 9,542</th>
<th>Survey year 2012, n = 8,879</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unweighted N (%)</td>
<td>Weighted % (95% CI)</td>
<td>Weighted % (95% CI)</td>
<td>Weighted % (95% CI)</td>
</tr>
<tr>
<td>HIV unexposed</td>
<td>19,035 (68.2)</td>
<td>66.80 (66.16–67.43)</td>
<td>67.73 (66.59–68.85)</td>
<td>65.90 (64.81–66.97)</td>
</tr>
<tr>
<td>HIV exposed</td>
<td>7,693 (27.7)</td>
<td>30.00 (29.39–30.63)</td>
<td>29.79 (28.69–30.92)</td>
<td>28.88 (27.84–29.94)</td>
</tr>
<tr>
<td>No response (NR)</td>
<td>895 (3.2)</td>
<td>2.93 (2.74–3.17)</td>
<td>2.13 (1.83–2.49)</td>
<td>4.96 (4.51–5.45)</td>
</tr>
<tr>
<td>Chose not to answer</td>
<td>76 (0.27)</td>
<td>0.23 (0.20–0.32)</td>
<td>0.34 (0.24–0.50)</td>
<td>0.26 (0.18–0.39)</td>
</tr>
</tbody>
</table>

Maternal characteristics:

<table>
<thead>
<tr>
<th>Province</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gauteng</td>
<td>26.14 (6.29)</td>
</tr>
<tr>
<td>Eastern Cape</td>
<td>26.11 (6.28)</td>
</tr>
<tr>
<td>Free State</td>
<td>25.95 (6.18)</td>
</tr>
<tr>
<td>Kwa-Zulu Natal</td>
<td>26.09 (6.37)</td>
</tr>
<tr>
<td>Limpopo</td>
<td>26.29 (6.30)</td>
</tr>
<tr>
<td>Mpumalanga</td>
<td>26.14 (6.29)</td>
</tr>
<tr>
<td>Northern Cape</td>
<td>26.11 (6.28)</td>
</tr>
<tr>
<td>North West</td>
<td>25.95 (6.18)</td>
</tr>
<tr>
<td>Western Cape</td>
<td>26.09 (6.37)</td>
</tr>
</tbody>
</table>

Mean age (standard deviation)

<table>
<thead>
<tr>
<th>Age category</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤19</td>
<td>14.57 (14.63–16.35)</td>
</tr>
<tr>
<td>20–24</td>
<td>15.47 (14.63–16.35)</td>
</tr>
<tr>
<td>25–34</td>
<td>15.92 (15.12–16.77)</td>
</tr>
<tr>
<td>≥35</td>
<td>14.95 (13.26–14.87)</td>
</tr>
</tbody>
</table>

Level of education:

<table>
<thead>
<tr>
<th>Grades</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grades 1–7</td>
<td>13.61 (13.17–14.06)</td>
</tr>
<tr>
<td>Grades 8–12</td>
<td>14.54 (13.74–15.38)</td>
</tr>
<tr>
<td>Completed tertiary/technical/university</td>
<td>12.95 (12.23–13.71)</td>
</tr>
<tr>
<td>None/NA</td>
<td>13.37 (12.63–14.14)</td>
</tr>
</tbody>
</table>

Marital status:

<table>
<thead>
<tr>
<th>Marital status</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single/widowed/divorced/separated</td>
<td>75.76 (75.01–76.88)</td>
</tr>
<tr>
<td>Married/co-habiting</td>
<td>75.07 (74.11–76.01)</td>
</tr>
</tbody>
</table>

Parity:

<table>
<thead>
<tr>
<th>Parity</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiparous</td>
<td>57.88 (57.38–68.38)</td>
</tr>
<tr>
<td>Primiparous</td>
<td>57.93 (57.43–68.48)</td>
</tr>
</tbody>
</table>

Correct identification of all MTCT modes:

<table>
<thead>
<tr>
<th>Correct identification of all MTCT modes</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>59.61 (59.05–60.16)</td>
</tr>
<tr>
<td>No</td>
<td>59.56 (59.02–60.11)</td>
</tr>
</tbody>
</table>

Infant characteristics:

<table>
<thead>
<tr>
<th>Gender</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>50.34 (49.67–51.00)</td>
</tr>
<tr>
<td>Female</td>
<td>49.66 (49.00–50.33)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4–5 weeks</td>
<td>7.83 (7.26–8.45)</td>
</tr>
<tr>
<td>6 weeks</td>
<td>7.18 (6.64–7.76)</td>
</tr>
<tr>
<td>7–8 weeks</td>
<td>3.85 (3.44–4.29)</td>
</tr>
</tbody>
</table>

Population group:

<table>
<thead>
<tr>
<th>Population group</th>
<th>Mean age (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black</td>
<td>92.99 (92.46–93.48)</td>
</tr>
<tr>
<td>White</td>
<td>92.33 (91.81–92.82)</td>
</tr>
<tr>
<td>Coloured</td>
<td>6.29 (6.01–6.53)</td>
</tr>
<tr>
<td>Indian</td>
<td>6.29 (6.01–6.53)</td>
</tr>
<tr>
<td>Other</td>
<td>6.29 (6.01–6.53)</td>
</tr>
</tbody>
</table>

Weighted %
CI = 44.8–47.2) of respondents from the 2010 survey, 58.2% (95% CI = 57.1–59.0) from the 2011/12 survey, and 74.4% (95% CI = 73.4–75.3) of respondents from the 2012/13 survey year achieved the three WHO recommended PNC visits. The province with the highest proportion of infants receiving at least 3 PNC was Free State (85.1%, 95% CI = 83.7–86.4). The province with the lowest proportion of infants receiving at least 3 PNC was Northern Cape (2.04%, 95% CI = 1.93–2.16). Notably, over 94% (94.36, 95% CI = 92.48–96.30) of infants at the 6–week immunization visit had achieved at least 2 early PNC visits (the current guideline in South Africa).

Factors associated with early PNC uptake

A higher proportion of infants who were HIV exposed achieved 3 PNC (63.1%, 95% CI = 61.9–64.3), compared to HIV unexposed infants (58.1%, 95% CI = 57.3–58.9) (Table 3). This relationship persisted (aOR = 1.2, 95% CI = 1.1–1.2) when adjusted for all other covariates (Table 4).

Province of residence was highly associated with uptake of WHO recommended early PNC. Infants residing in all provinces (except Eastern Cape) were at least 30% more likely to receive 3 or more early PNC visits compared to infants in Gauteng Province, with those in Free State Province almost seven times more likely to receive recommended PNC (aOR = 6.6, 95% CI = 5.8–7.5) compared with Gauteng Province residents.
Mothers who delivered in a clinic vs a hospital, who achieved at least four ANC visits, or who booked an ANC appointment before 12 weeks gestation were far more likely to achieve at least 3 recommended early PNC visits (aOR = 1.5, 95% CI = 1.3–1.6, aOR = 1.1, 95% CI = 1.04–1.2, and aOR = 1.13, 95% CI = 1.04–1.23, respectively). However, those who received support during pregnancy and delivery from a community health worker (CHW) were less likely than those who did not receive this support to have at least 3 early PNC visits (aOR = 0.9, 95% CI = 0.8–0.9). Those who delivered via Caesarean section had lower achievement of early PNC visits than those with vaginal delivery (aOR = 0.7, 95% CI = 0.7–0.8).

Infants who required hospitalization during the first six weeks of life were more likely than those who were not hospitalized to have 3 early PNC visits (aOR = 1.6, 95% CI = 1.4–1.8). Similarly, those born prematurely (before 37 weeks gestational age) were more likely to achieve the recommended 3 PNC visits than those born at full term (aOR = 1.6, 95% CI = 1.4–1.8). Infants classified as Non–Black (Coloured, White, Indian, or other) were more likely to achieve 3 early PNC visits compared with infants classified as Black (aOR = 1.2, 95% CI = 1.1–1.4).

**DISCUSSION**

The WHO recommends that all mother–infant pairs should receive three postnatal care visits during the first 6 weeks of life. Our analysis of data from three nationally representative population–based surveys demonstrated that approximately 60% of infants achieving the 6–week immunization visit access the WHO recommended number of postnatal care visits in the first six weeks of life. Access to early postnatal care visits significantly increased between 2010 and 2012.
#### Table 3. Factors associated with uptake of ≥3 early PNC visits in the first 6 weeks post delivery

<table>
<thead>
<tr>
<th>Infant HIV exposure:</th>
<th>Unweighted proportion achieving ≥3 PNC by covariate level (x/n)</th>
<th>Weighted percentage achieving ≥3 PNC by covariate level, % (95% CI)</th>
<th>Weighted, Unadjusted OR (≥3 PNC visits vs &lt;3 PNC visits)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Mother’s self-reported HIV status:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIV unexposed 11661/19039 58.06 (57.26–58.85) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIV exposed 5076/7697 63.09 (61.86–64.30) 1.23</td>
<td>1.16–1.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR/Chose not to respond* 614/963 59.30 (55.74–62.77) 1.05</td>
<td>0.91–1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Maternal characteristics:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Province:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gauteng 2238/4673 46.89 (45.43–48.35) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Eastern Cape 1115/2560 43.94 (41.94–45.96) 0.89</td>
<td>0.80–0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Free State 2518/2947 85.08 (83.70–86.37) 6.46</td>
<td>5.73–7.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kwa-Zulu Natal 2190/3356 66.36 (64.70–67.98) 2.23</td>
<td>2.03–2.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limpopo 1776/3077 56.81 (55.02–58.59) 1.49</td>
<td>1.36–1.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mpumalanga 2148/3211 67.97 (66.31–69.59) 2.40</td>
<td>2.19–2.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Northern Cape 768/1227 81.13 (79.72–82.47) 1.92</td>
<td>1.69–2.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>North West 2330/2949 61.67 (60.08–63.24) 4.87</td>
<td>4.38–5.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Western Cape 2268/3699 59.61 (58.95–60.26) 1.82</td>
<td>1.67–1.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Age:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≤19 2575/4188 58.74 (57.03–60.43) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20–24 5289/8395 59.82 (58.62–61.01) 1.05</td>
<td>0.96–1.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25–34 7421/11763 60.16 (59.99–61.16) 1.06</td>
<td>0.98–1.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥35 2031/3282 58.69 (56.77–60.58) 0.99</td>
<td>0.90–1.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR 35/71 40.00 (27.94–53.41) 0.47</td>
<td>0.27–0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Level of education:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Grades 1–7 2556/3996 60.44 (58.69–62.16) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Grades 8–12 1378/21795 60.45 (59.71–61.18) 1.00</td>
<td>0.92–1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Completed tertiary/ technical/ university 743/1499 46.24 (43.44–49.05) 0.56</td>
<td>0.49–0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>None/NR 269/449 57.68 (52.44–62.75) 0.89</td>
<td>0.71–1.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Maternal status:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Single/widowed/divorced/separated 12873/20393 60.56 (59.80–61.32) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Married/co-habiting 747/1573 56.68 (55.38–57.96) 0.85</td>
<td>0.80–0.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Parity:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiparous 10635/16868 60.27 (59.43–61.10) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Primiparous 6716/10831 58.57 (57.51–59.63) 0.93</td>
<td>0.88–0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Correct identification of all MTCT modes:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes 9656/15166 60.94 (60.06–61.82) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No 7695/12533 57.92 (56.93–58.90) 0.88</td>
<td>0.84–0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Infant characteristics:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Gender:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male 8723/13926 59.38 (58.45–60.30) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female 8628/13773 59.84 (58.91–60.77) 1.02</td>
<td>0.97–1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Age:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4–5 weeks 1202/1959 58.38 (55.85–60.86) 0.93</td>
<td>0.83–1.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 weeks 1373/21753 60.25 (59.51–60.99) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7–8 weeks 2376/3987 56.44 (54.68–58.18) 0.85</td>
<td>0.79–0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Population group:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Black 15567/24911 59.51 (58.82–60.20) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-black 1784/2788 60.83 (58.76–62.85) 1.06</td>
<td>0.96–1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gestational age from the Road to Health Booklet:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥37 weeks 11433/181843 57.20 (56.39–58.00) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;37 weeks 2249/3646 57.81 (55.97–59.63) 1.03</td>
<td>0.94–1.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR 3669/5210 69.92 (68.54–71.26) 1.74</td>
<td>1.62–1.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Hospitalized within first 6 weeks of life:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No 15985/25708 59.04 (58.36–59.72) 1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes 1351/1966 67.03 (64.59–69.38) 1.41</td>
<td>1.26–1.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR 15/25 58.08 (37.38–76.28) 0.96</td>
<td>0.41–2.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>ANC and delivery characteristics:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Received support from community health worker:</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
This study was the first of its kind to assess achievement of the WHO recommendation for early PNC at a national level in South Africa, and to track changes in access to early PNC over time (2010–2013).

Our findings are consistent with the levels of early PNC uptake documented by the 2014–15 District Health Barometer which, using routine data, demonstrated 74.3% achievement of the first PNC visit within the first 6 days post–delivery [14]. Although approximately 40% of infants did not receive the required number of early PNC visits, our finding that the majority (59.6%) of infants received three or more PNC visits indicates a much higher early PNC coverage in South Africa, an upper middle income country, compared with rural Tanzania and Ghana, low income and lower middle income countries respectively [18]. These countries reported that fewer than 10% of women achieved three or more PNC [19,20]. Identification of factors associated with achieving this recommendation is necessary to inform programmatic efforts that improve coverage in South Africa and other sub–Saharan African countries.

Factors associated with early PNC uptake
Achievement of recommended interactions with the health system along the continuum of care has been shown to arise from a combination of health system, community , household, and individual–level determinants [21–26]. This study focused on individual–level predictors such as maternal socio–demographic factors, infant HIV exposure, infant socio–demographic factors, and health seeking behavior during pregnancy and delivery.

Province of residence
Adherence to WHO recommended early PNC was highly influenced by province of residence, with those residing in Gauteng Province less likely than those in almost every other province to achieve at least 3 early PNC visits. Eastern Cape Province was the only province that had lower achievement of at least 3 PNC visits than Gauteng Province. Populations in Gauteng and Eastern Cape Provinces are highly mobile and thus may demonstrate reduced consistency in attendance to health visits [14,27,28]. Populations

<table>
<thead>
<tr>
<th>Survey year</th>
<th>Unweighted proportion achieving ≥3 PNC by co-variate level (%)</th>
<th>Weighted percentage achieving ≥3 PNC by co-variate level, (% (95% CI))</th>
<th>Weighted, unadjusted OR (≥3 PNC visits vs &lt;3 PNC visits)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>5713/8953</td>
<td>62.24 (61.10–63.38)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8837/14149</td>
<td>56.08 (55.13–56.01)</td>
<td>0.77</td>
<td>0.73–0.82</td>
</tr>
<tr>
<td>NR</td>
<td>2801/4327</td>
<td>65.33 (63.80–66.84)</td>
<td>1.14</td>
<td>1.05–1.24</td>
</tr>
<tr>
<td>ANC visits:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤4 visits</td>
<td>2571/3482</td>
<td>55.27 (53.61–56.92)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>&gt;4 visits</td>
<td>14780/23317</td>
<td>59.37 (58.37–60.76)</td>
<td>1.24</td>
<td>1.15–1.33</td>
</tr>
<tr>
<td>Timeliness of first ANC visit:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;12 weeks</td>
<td>10404/16597</td>
<td>59.83 (58.98–60.67)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>≤12 weeks</td>
<td>5116/6695</td>
<td>64.69 (63.46–65.89)</td>
<td>1.23</td>
<td>1.15–1.31</td>
</tr>
<tr>
<td>Delivery location:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>13047/21466</td>
<td>57.53 (56.78–58.28)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Clinic</td>
<td>3326/4724</td>
<td>68.86 (67.35–70.34)</td>
<td>1.63</td>
<td>1.51–1.76</td>
</tr>
<tr>
<td>Home/other/NR</td>
<td>978/1309</td>
<td>61.24 (58.37–64.03)</td>
<td>1.17</td>
<td>1.03–1.32</td>
</tr>
<tr>
<td>Delivery method:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaginal delivery</td>
<td>13766/21424</td>
<td>61.25 (60.51–61.99)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Caesarean section</td>
<td>3364/5597</td>
<td>53.79 (52.36–55.22)</td>
<td>0.74</td>
<td>0.69–0.79</td>
</tr>
<tr>
<td>DR/NR</td>
<td>221/318</td>
<td>62.02 (55.39–68.06)</td>
<td>1.03</td>
<td>0.79–1.35</td>
</tr>
<tr>
<td>2011/2012</td>
<td>50409/2782</td>
<td>64.02 (63.44–64.70)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>2012/2013</td>
<td>57849/5422</td>
<td>58.19 (57.07–59.30)</td>
<td>1.63</td>
<td>1.53–1.74</td>
</tr>
<tr>
<td>3.40</td>
<td>3.17–3.65</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CI – confidence interval, PNC – postnatal care, NR – no response, ANC – antenatal care
*Categories of “Don’t know” “No response” “None” and/or “Chose not to answer” were combined in cases where one or both categories were <1%. See Table 1 for full descriptive report.
Table 4. Multivariable logistic regression of factors associated with uptake of ≥3 early PNC visits in the first 6 weeks post delivery*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>≥3 EARLY PNC VISITS VS &lt;3 PNC VISITS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weighted Adjusted OR</td>
<td>95% CI</td>
</tr>
<tr>
<td>Infant HIV exposure:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother's self-reported HIV status (proxy for HIV exposure)</td>
<td>HIV exposed vs HIV unexposed</td>
<td>1.16</td>
</tr>
<tr>
<td>Maternal characteristics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20–24 vs ≤19</td>
<td>1.08</td>
<td>0.97–1.17</td>
</tr>
<tr>
<td>25–34 vs ≤19</td>
<td>1.11</td>
<td>1.01–1.21</td>
</tr>
<tr>
<td>≥35 vs ≤19</td>
<td>1.03</td>
<td>0.93–1.19</td>
</tr>
<tr>
<td>Level of education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grades 8–12 vs Grades 1–7</td>
<td>1.05</td>
<td>0.96–1.14</td>
</tr>
<tr>
<td>Completed tertiary/technical/university vs Grades 1–7</td>
<td>0.67</td>
<td>0.58–0.77</td>
</tr>
<tr>
<td>None/NA vs Grades 1–7</td>
<td>0.92</td>
<td>0.72–1.17</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/co-habiting vs Single/widowed/divorced/separated</td>
<td>0.94</td>
<td>0.88–1.01</td>
</tr>
<tr>
<td>Correct identification of all MTCT modes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vs Yes</td>
<td>0.90</td>
<td>0.85–0.96</td>
</tr>
<tr>
<td>Province</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Cape vs Gauteng</td>
<td>0.76</td>
<td>0.68–0.85</td>
</tr>
<tr>
<td>Free State vs Gauteng</td>
<td>6.60</td>
<td>5.79–7.52</td>
</tr>
<tr>
<td>Kwa–Zulu Natal vs Gauteng</td>
<td>2.15</td>
<td>1.94–2.37</td>
</tr>
<tr>
<td>Limpopo vs Gauteng</td>
<td>1.27</td>
<td>1.15–1.41</td>
</tr>
<tr>
<td>Mpumalanga vs Gauteng</td>
<td>2.42</td>
<td>2.18–2.68</td>
</tr>
<tr>
<td>Northern Cape vs Gauteng</td>
<td>1.55</td>
<td>1.33–1.80</td>
</tr>
<tr>
<td>North West vs Gauteng</td>
<td>4.22</td>
<td>3.78–4.72</td>
</tr>
<tr>
<td>Western Cape vs Gauteng</td>
<td>1.71</td>
<td>1.52–1.91</td>
</tr>
<tr>
<td>Infant characteristics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non–black vs Black</td>
<td>1.21</td>
<td>1.08–1.37</td>
</tr>
<tr>
<td>Gestational age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;37 weeks vs ≥37 weeks</td>
<td>1.22</td>
<td>1.11–1.34</td>
</tr>
<tr>
<td>Hospitalized within first 6 weeks of life</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes vs No</td>
<td>1.62</td>
<td>1.44–1.83</td>
</tr>
<tr>
<td>ANC and delivery characteristics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Received support from community health worker (CHW)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHW support vs No CHW support</td>
<td>0.87</td>
<td>0.81–0.93</td>
</tr>
<tr>
<td>ANC visits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥4 visits vs &lt;4 visits</td>
<td>1.13</td>
<td>1.04–1.23</td>
</tr>
<tr>
<td>Timeliness of first ANC visit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤12 weeks vs &gt;12 weeks</td>
<td>1.13</td>
<td>1.04–1.23</td>
</tr>
<tr>
<td>Delivery location</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinic vs Hospital</td>
<td>1.45</td>
<td>1.33–1.58</td>
</tr>
<tr>
<td>Home/other vs Hospital</td>
<td>1.14</td>
<td>0.99–1.32</td>
</tr>
<tr>
<td>Delivery method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caesarean vs Vaginal</td>
<td>0.74</td>
<td>0.68–0.79</td>
</tr>
<tr>
<td>Survey year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011/12 vs 2010</td>
<td>1.61</td>
<td>1.49–1.73</td>
</tr>
<tr>
<td>2012/13 vs 2010</td>
<td>3.49</td>
<td>3.21–3.79</td>
</tr>
</tbody>
</table>

CI – confidence interval, PNC – postnatal care, OR – odds ratio
*All “Don’t know” or “No answer” categories were not included since they are not interpretable.

with high mobility have been shown to have reduced health seeking behavior and access to care globally [29]. Such mobility may also contribute to mothers seeking PNC in provinces other than their province of residence, which was not captured in the questionnaire. Differences in uptake of early PNC observed between provinces are likely explained by a complex network of differences in relative strength of the provincial health systems, messaging surrounding the importance of PNC to infant health, the general status of health, and geography.

HIV exposure status

An infant’s exposure to HIV was found to be predictive of meeting recommended early PNC visits, with HIV exposed infants being more likely to receive at least three PNC visits than HIV unexposed infants. Since the early 2000s, South Africa has aggressively adopted each updated WHO recommendation for PMTCT, and has update postnatal care guidelines [30–35]. Programmatic PMTCT messages emphasize the importance of three or more early PNC visits for maternal and infant health [5]. The targeted nature of these messages to HIV positive mothers within PMTCT programming along the continuum of care likely contributes to the differential in PNC uptake among HIV exposed and unexposed infants. The care provided in PMTCT programs likely incentivizes HIV positive mothers to seek PNC at a higher rate than those perceiving themselves as HIV negative. On a population level this is concerning as HIV negative
women comprise the majority of the population. Similarly, HIV positive women have been shown to be more likely to practice safer infant feeding than HIV negative mothers [36].

**Continuum of care**

Our findings show that a woman’s compliance with antenatal recommendations were predictive of early PNC uptake for her infant, as seen in similar studies [19,20]. Uptake of ANC within the first 12 weeks of pregnancy and achievement of at least four ANC visits constitute the recommended timing and frequency of interaction with the health system during pregnancy [37]. This finding indicates that promotion of vital health visits taking place earlier in the continuum of care also work to encourage visits later in the continuum of care.

Receipt of support by a CHW during pregnancy, delivery, and/or postnatal care had the opposite effect on uptake of early PNC. CHW have been increasingly adopted in South Africa as a method to improve access to important health messages and services through lower-level cadres of health workers who are more mobile within the community [38,39]. Results from a randomized control trial in Western Cape, South Africa indicated improved outcomes for mothers and infants from home visits by CHW [40]. By improving health understanding among mothers and by referring infants to higher levels of care when necessary, CHWs may reduce the need for all mother–infant pairs to seek early PNC in a clinic setting [41]. We did not collect information in this national survey regarding frequency and timing of postnatal care provided by CHW. The relationship seen by this analysis indicating lower achievement of 3 early, facility-based PNC visits among those who had received antenatal or delivery care by a CHW could be explained by mothers receiving care from CHW in the early postnatal period instead of in facilities. Replacement of facility visits by CHW visits and the potential associated differences or similarities in health outcomes should be assessed separately to understand whether CHW are having the intended effect of reducing health system burdens and maintaining or improving maternal and child health in South Africa.

Women who delivered in a clinic were more likely than those who delivered in a hospital or outside of a facility to achieve three early PNC visits. While any facility delivery (hospital or clinic) has been observed in similar studies as a predictor of PNC [19,20] compared to non–facility delivery, our findings distinguished that clinic delivery led to higher likelihood of three early PNC visits than hospital delivery. While ANC services are provided at most clinics, only hospitals and maternity outpatient units (MOU) perform deliveries [31]. It is likely that many of the women who indicated delivering in a “clinic” in the current study actually delivered in a MOU and received ANC services there. These women likely returned to the MOU for PNC services. The women who delivered in a hospital were referred to the hospital by the clinic where they received ANC. It is known that 20% of ANC patients are lost in the referral process to delivery care [42], indicating that inconsistent receipt of care along the continuum may influence failure to achieve recommended early PNC. Additional costs incurred from hospital delivery, such as transport costs if the facility is far, may also deter continuation of care with early PNC visits [24-26,31].

Infants delivered through Cesarean section vs vaginal delivery were less likely to achieve 3 early PNC visits. This is surprising due to the high risk nature of Cesarean delivery, yet may be explained by longer duration in the hospital reducing the need for early PNC visits. This further supports the finding that hospital delivery was associated with lower uptake of early PNC visits.

**Correct identification of MTCT modes and health seeking behavior**

The positive relationship between health knowledge and health seeking behavior by mothers has been shown in multiple studies [43,44] and was supported by our findings. Mothers unable to identify all three modes of MTCT (pregnancy, delivery, and breastfeeding) were less likely to comply with recommendations for early PNC than mothers who correctly identified all MTCT modalities. PMTCT messaging which empowers mothers with knowledge of MTCT modes and preventive behaviors appears to be succeeding in encouraging interaction with the health system during the early postnatal period.

Contrarily, mothers with a high level of education (tertiary/technical, or university education) were less likely than those with a low achievement of education (grade 1–7) to seek at least 3 PNC visits during the first 6 weeks. Studies examining relationships between knowledge, risk perception, and health behaviors indicate that low understanding of a disease may influence perception of high risk and, in turn, perception of high risk motivates health seeking behavior [45–47]. This could imply that mothers with low levels of education, who have low confidence in their own knowledge of health, are more compliant with health professional recommendations, while those with higher education feel confident in their under-
standing of health and seek less health care. Further, mothers with higher education may be employed at higher levels than those with lower education, leading to time conflicts that reduce health seeking.

**Infant and maternal demographic characteristics**

Premature infants are at higher risk for adverse health in early infancy and thus are recommended to receive more than three early PNC visits, so this finding that premature infants achieve at least 3 visits at a higher frequency than full-term infants is consistent with expectations [4]. Our finding concerning racial differential in PNC health seeking is consistent with previous findings that children of non-black ethnicity achieve higher levels of health care than black children [48,49]. Health messaging and programming should be equitable across ethnic groups and should stress the importance of early PNC. Health care access, finances, time available, and employment status influence health care seeking and likely contribute to this racial differential.

Women aged 25–34 were more likely than adolescent women (19 and younger) to achieve recommended PNC. Related literature is inconclusive about the relationship between maternal age and health seeking behavior, however our finding is reflective of observations from studies in similar settings indicating that younger and less experienced women are less likely to adhere to recommended health care [50,51]. Attendance to at least three early PNC visits should be emphasized to all mothers regardless of age and perceived experience.

Respondents from the 2011/12 and 2012/13 survey years were much more likely to succeed in reaching the recommendation for early PNC than the 2010 survey year. This suggests a pattern of improvement in compliance with WHO recommended early PNC over time, likely due to the influence of non-governmental organizations partnering with the South African government to implement the PMTCT program. From 2008 to 2010 South Africa revised national PMTCT guidelines, adding specification of a postnatal visit within 3 days of delivery in addition to the 6 week visit specified within guidelines from 2008 and prior. This change may have enhanced health messaging focused on the postnatal period to influence an increase in attendance to early PNC.

Our results highlighted the need to reinforce messages about the importance of completing all health behavior and health visit recommendations along the continuum of care, regardless of infant HIV exposure status. Lessons should be taken from provinces achieving higher uptake of PNC (such as Free State Province and North West Province) to improve uptake in lower performing provinces (such as Gauteng Province and Eastern Cape Province). Messages about the importance of PNC should target those who do not attend at least four ANC, those who initiate ANC after 12 weeks gestation, those who deliver outside of the clinic setting, and those with demographic characteristics predictive of lower PNC utilization.

**Limitations**

As a secondary data analysis, the original survey was not designed to specifically answer the question addressed by this analysis. By the nature of this study design, responses to the questions about health behavior were retroactive and may have introduced information bias; however there is no reason to believe that maternal memory was affected differentially between the group who met the recommended number of PNC visits and those who did not. Infants that died before 4–8 weeks and those who were severely ill were excluded from the study based on the survey sampling method, even though their cases could have been some of the most informative regarding the importance of PNC.

Only the responses of mothers were included in this study (excluding responses from other caregivers (3.2% of survey participants). Mothers were excluded from this analysis if they did not provide information about number of PNC visits, however the proportion missing PNC responses was only 6.93% of mothers. The potential effects of missing data were accounted for in the process of developing weights to analyze this data set as representative of the national population of mothers in South Africa. For some variables, the proportion of “Do not know” or “No answer” responses was greater than 10%, thus interpretability is limited. We did not ascertain information regarding the timing, contents, and quality of PNC visits, thus limiting the extent to which we could assess the productiveness of the care received. The location where ANC, delivery care, and PNC were received was not collected within this study, thus our ability to explain patterns in PNC uptake by district were limited to province of residence. This study focused on health care received in the formal health system and did not include information about home care or traditional care.
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CONCLUSIONS

While South Africa has not yet officially adopted the WHO recommendation for 3 early PNC visits as the national standard of practice, uptake of these important visits is high and coverage appears to have increased between 2010 and 2013. Uptake of at least 2 PNC visits, the current national standard in South Africa, is very high (over 94%), indicating strong implementation of this guideline—an encouraging prospect for potential implementation of the WHO recommendation for 3 early PNC visits. South Africa seen only mild improvements in infant survival over the past decade and has not seen improvements in neonatal survival. Adoption of the global postnatal guideline for 3 early PNC visits, or adoption of more community–based postnatal care, may be the next necessary step toward achieving optimal neonatal and infant health outcomes. Our findings suggest that efforts to encourage a woman’s compliance with global recommendations along the continuum of care—such as facility–based delivery, timely initiation of ANC, and achieving 4 or more ANC visits—increase the likelihood of her infant completing the recommended number of early PNC. Messages from the health system should be strengthened during ANC, labor and delivery, and PNC to ensure that all expectant and breastfeeding mothers understand the minimum recommended visits along the continuum of care and work with health care providers to achieve them. These messages should specifically target women who have been non–adherent to at least one recommended health behavior or interaction with a facility.

As HIV prevention moves toward elimination of maternal to child HIV transmission and reduction in neonatal mortality, South Africa must strengthen the implementation of policies and programs aimed at achieving high utilization of early PNC in order to ensure the health and well–being of new generations during the postnatal period and beyond.

Acknowledgments: The authors thank all the women and children who participated in this study, all data collectors and supervisors, all provincial maternal and child health/PMTCT managers, all laboratory staff and members of the South Africa PMTCT Evaluation team. The authors thank the South African Medical Research Council for the support and funding to conduct this work and publish this paper.

Disclaimer: The findings and conclusions in this paper are those of the authors and do not necessarily represent the official position of the US Centers for Disease Control and Prevention.

Funding: The research was performed by the South African Medical Research Council (MRC) through a grant from the President’s Emergency Plan for AIDS Relief (PEPFAR) through the Centers for Disease Control and Prevention, under the terms of Cooperative Agreement Number 5U2GPS001137–4. The South African Medical Research Council supported the salaries of some staff members, and funded this publication.

Authorship contributions: AG, AL, and MC conceptualized the manuscript objectives, AL carried out statistical analysis with guidance from AG, MC, GA, and TD. AL drafted the manuscript. All authors revised subsequent drafts of the manuscript and approved the final version.

Competing interests: The authors have completed the Unified Competing Interest form at www.icmje.org/coi disclosure.pdf (available on request from the corresponding author) and declare no conflict of interest.

REFERENCES

Early postnatal follow-up care amongst mother–baby pairs in South Africa


Larsen et al.


Quality of antenatal care service provision in health facilities across sub–Saharan Africa: Evidence from nationally representative health facility assessments

Mufaro Kanyangarara, Melinda K Munos, Neff Walker

Institute for International Programs, Johns Hopkins Bloomberg School of Public Health, Baltimore, Maryland, USA

Correspondence to:
Mufaro Kanyangarara
Institute for International Programs
Johns Hopkins Bloomberg School of Public Health
615 North Wolfe Street
Baltimore, MD 21205, USA
mkanyan1@jhu.edu

Background Utilization of antenatal care (ANC) services has increased over the past two decades. Continued gains in maternal and newborn health will require an understanding of both access and quality of ANC services. We linked health facility and household survey data to examine the quality of service provision for five ANC interventions across health facilities in sub–Saharan Africa.

Methods Using data from 20 nationally representative health facility assessments – the Service Provision Assessment (SPA) and the Service Availability and Readiness Assessment (SARA), we estimated facility level readiness to deliver five ANC interventions: tetanus toxoid vaccine for pregnant women, intermittent preventive treatment for malaria in pregnancy (IPTp), syphilis detection and treatment in pregnancy, iron supplementation and hypertensive disease case management. Facility level indicators were stratified by health facility type, managing authority and location, then linked to estimates of ANC utilization in that stratum from the corresponding Demographic and Health Surveys (DHS) to generate population level estimates of the ‘likelihood of appropriate care’. Finally, the association between estimates of the ‘likelihood of appropriate care’ from the linking approach and estimates of coverage levels from the DHS were assessed.

Findings A total of 10,534 health facilities were surveyed in the 20 health facility assessments, of which 8,742 reported offering ANC services and were included in the analysis. Health facility readiness to deliver IPTp, iron supplementation, and tetanus toxoid vaccination was higher (median: 84.1%, 84.9% and 82.8% respectively) than readiness to deliver hypertensive disease case management and syphilis detection and treatment (median: 23.0% and 19.9% respectively). Coverage of at least 4 ANC visits ranged from 24.8% to 75.8%. Estimates of the likelihood of appropriate care derived from linking health facility and household survey data showed marked gaps for all interventions, particularly hypertensive disease case management and syphilis detection and treatment. There was fairly good concordance between our estimates of high likelihood of appropriate care and DHS estimates of coverage for iron supplementation, IPTp, and tetanus toxoid vaccination.

Conclusion Linking household surveys to health facility assessments revealed marked gaps in population–level coverage of quality ANC interventions and underscored the need for a double–pronged approach to increase ANC utilization and improve the quality of ANC services.
High quality antenatal care (ANC) can substantially reduce maternal and newborn mortality [1,2]. High population-level coverage of ANC is necessary to deliver proven interventions to improve maternal, newborn and child health (MNCH). Globally, progress to achieve universal ANC coverage is monitored by tracking two indicators: 1) the proportion of women of reproductive age who report at least one ANC visit with a skilled health provider during the most recent live birth (ANC1+); and 2) the proportion of women of reproductive age who report at least four ANC visits with any provider during the most recent live birth (ANC4+) [3,4]. These two indicators quantify the number of contacts pregnant women in low- and middle-income countries have with the existing health infrastructure. Contact with the health system does not guarantee the receipt of all or any of the necessary ANC interventions. However, in theory, the more points of contact that a woman has with a well-functioning and effective health system during pregnancy, the greater the opportunity and higher the likelihood that potential pregnancy complications will be prevented, detected, and treated in a timely manner.

Uptake of ANC services has steadily increased over the past two decades according to trends from population-based surveys. Countdown to 2015, a multi-stakeholder collaboration tracking country-level coverage for MNCH, reported that the majority of women (90%) have at least one ANC visit, while only 57% have the recommended four or more ANC visits [5]. As ANC utilization increases, simply reporting on ANC1+ and ANC4+ is insufficient to help countries achieve their maternal health objectives. A country may have high levels of ANC4+ but few women receiving the recommended ANC interventions if the quality of ANC services is poor. Conversely, better service provision is unlikely to improve health outcomes if uptake is low. Service provision and service utilization have often been considered in isolation of each other, providing a fragmented picture of the effectiveness of interventions within a health system. Continued gains in maternal and newborn health will require countries to measure and link both ANC contacts and content in order to inform improvements in access to and quality of ANC services [4,6,7].

Large scale cross-sectional household surveys such as the Demographic and Health Surveys (DHS) and the Multiple Indicator Cluster Surveys (MICS) provide measures of ANC1+ and ANC4+, as well as limited information about physical examinations conducted during ANC [8,9]. These surveys ask women about whether their height, weight and blood pressure were ever measured during ANC, whether urine and blood samples were collected, whether tetanus toxoid vaccination and intermittent preventive treatment of malaria in pregnancy (IPTp) were given, and whether women received counselling on danger signs for pregnancy complications. Multi-country assessments conducted to evaluate the content of ANC visits have found that estimated coverage of these components of ANC was lower than expected based on ANC1+ and ANC4+ coverage due to poor quality of care [5,6,10,11]. An analysis of DHS data from 41 countries showed that the coverage of eight recommended ANC components ranged widely and averaged only 60% among women who reported attending at least four ANC visits [6]. Population-based household surveys may adequately monitor the number of ANC visits and the receipt of simple procedures such as the collection of urine and blood specimens for screening. However, it is unclear whether respondents can correctly recall more complex procedures, and details about examinations or laboratory investigations conducted during one or more ANC visits. The scope and type of ANC interventions that can be reliably tracked using household surveys may be considerably limited. Additionally, the survey reference period often spans up to five years, which calls into question issues related to measurement error or recall bias. Combining service utilization data from household surveys with service provision data from health facility assessments may be a useful strategy to improve coverage measurement for MNCH [12-14].

Health facility assessments are sample surveys or censuses of health facilities designed to assess and monitor the status of the health system. They typically assess service availability (the physical presence or reach of health facilities) and service readiness (the capacity to deliver the services offered) [15]. The availability of trained and supervised staff, guidelines, equipment, diagnostics, medicines and commodities, determined through both self-report and direct observation, form the basis of monitoring and evaluating service-specific readiness [16]. The underlying assumption is that the availability of these elements is a prerequisite for the delivery of high-quality care, and that examining readiness is critical for understanding service quality. Although several previous studies have explored the readiness of health facilities to provide services for ANC [17-19], child health [20], tuberculosis treatment [21], family planning [22,23] and essential medicines [24], only a few have linked estimates of readiness to population-based care-seeking estimates from household surveys to estimate coverage of MNCH interventions [25-27].

The objective of this study was to characterize the likelihood of appropriate care for different ANC interventions across sub-Saharan Africa by linking data from nationally representative health facility assessments to nationally representative household surveys. This study also highlighted the feasibility and methodological challenges of linking health facility assessments to household surveys.
METHODS

Data sources
This study relied on three primary data sources: the Service Provision Assessments (SPA), the Service Availability and Readiness Assessments (SARA) and the Demographic and Health Surveys (DHS). The SPA survey, developed by ICF International, is a cross-sectional health facility assessment that aims to systematically review the status of health systems by examining infrastructure, equipment, and supplies considered necessary to provide quality health services [28]. The sampling frame for the survey is the national master facility list, a complete listing of all public and often non-public health facilities in the formal sector ranging from primary to tertiary level of care. Tertiary level hospitals are often oversampled. Typically, SPA surveys adopt a sampling design that allows the calculation of nationally representative indicators by region, health facility type, and managing authority. In countries with a limited number of health facilities or where the budget permits, a full census approach has been used. The core data collection tool, a facility inventory questionnaire, is used for the direct verification of the availability of drugs, commodities, equipment and amenities. Details about the survey design and survey procedures are described in the final survey reports issued by the respective countries. Full survey data sets are available in the public domain [29].

Similar to the SPA, the SARA is a nationally representative assessment of health facilities on the availability and readiness to provide essential health services. The SARA tool was developed in 2008 by a collaboration of the World Health Organization (WHO) and the United States Agency for International Development (USAID) [16]. Building on experiences and best practices from other health facility assessments including the SPA, the SARA was designed to serve as a rapid health facility assessment tool to track quality of health services annually and inform national health planning. The SARA framework is based on a common set of indicators and summary measures formulated to detect changes and monitor progress in health systems strengthening, while enabling comparisons across facilities. Often, random stratified sampling of health facilities by health facility type and managing authority is used to select a nationally representative sample from a national master facility list. Detailed descriptions of the survey process, methodology and data collection instruments are available online [30].

The DHS is a nationally representative household cluster survey used to collect data on sociodemographic characteristics, family planning, fertility, and maternal and child health. The women's module, administered to women aged 15–49 years, collects details on whether ANC was sought and the source of ANC (facility type) for the most recent pregnancy that led to a live birth within the five years preceding the survey. Women also report on the basic components of ANC received, including weight and height measurement, blood pressure measurement, blood and urine specimen collection, iron supplementation, malaria prophylaxis in malaria endemic countries, tetanus toxoid vaccination, and counselling about potential pregnancy complications. To limit recall bias, our analysis was restricted to the sample of women aged 15–49 years who reported a live birth in the three year period preceding the index survey. Similar to the SPA, the DHS collects data on the availability of ANC services received. However, MICS data sets were excluded from this analysis because they do not collect data on the type of health facility where women sought ANC, which is necessary for the linkage.

Our analysis included countries in sub-Saharan Africa with at least one SPA or SARA survey conducted in or after 2000, and with a corresponding DHS conducted within 2 years (prior to or after the SPA/SARA). Multiple health facility surveys were available and included for several countries (Democratic Republic of Congo (DRC), Kenya, Senegal, Sierra Leone, Tanzania and Uganda).

Analysis
The analysis used a three step process to link health facility data from SPAs and SARAs to DHS household survey data (Figure 1). In Step 1, five key ANC interventions were chosen based on the availability of information on the particular intervention components which could be standardized across both the SPA and SARA. The ANC interventions included: (i) tetanus toxoid vaccine for pregnant women; (ii) intermittent preventive treatment of malaria in pregnancy (IPTp); (iii) syphilis detection and treatment in pregnancy; (iv) hypertensive disease case management, including management of pre-eclampsia with magnesium sulphate; and (v) iron supplementation. We defined the components of each intervention and made adjustments to align definitions across the SPAs and SARAs (Table 1). While coverage of prevention of mother-to-child transmission of HIV (PMTCT) services is important in the sub-Saharan Africa...
context, the intervention was excluded as most of the health facility surveys only assessed whether ANC facilities offered PMTCT services, and no further verification of the availability of components of PMTCT was conducted.

For each intervention, indicators of readiness to provide the intervention on the day of the health facility assessment were calculated for each health facility that reported offering ANC services. In facilities with multiple pharmacies or medical storage rooms, a medicine was considered available if at least one unit

Table 1. Definition of indicators of health facility readiness to deliver key antenatal care (ANC) interventions

<table>
<thead>
<tr>
<th>Domain</th>
<th>Indicator</th>
<th>Definition of Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff and guidelines</td>
<td>Staff trained in ANC</td>
<td>• At least one staff member trained in at least one aspect of ANC</td>
</tr>
<tr>
<td></td>
<td>Guidelines on ANC</td>
<td>• Observed or reported the availability of ANC guidelines</td>
</tr>
<tr>
<td>Equipment, diagnostics, medicines and commodities</td>
<td>Tetanus toxoid vaccine for pregnant women</td>
<td>• Observed at least one valid unexpired unit of tetanus toxoid vaccine</td>
</tr>
<tr>
<td></td>
<td>Intermittent preventive treatment of malaria in pregnancy</td>
<td>• Observed at least one valid unexpired unit of sulphadoxine/pyrimethamine</td>
</tr>
<tr>
<td></td>
<td>Syphilis detection and treatment in pregnancy</td>
<td>• Observed at least one valid syphilis test†</td>
</tr>
<tr>
<td></td>
<td>• Observed at least one valid unexpired unit of medicine to treat syphilis‡</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hypertensive disease case management</td>
<td>• Observed at least one valid dipstick for urine protein OR acetic acid and flame for heating</td>
</tr>
<tr>
<td></td>
<td>• Observed at least one functioning blood pressure apparatus§</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Observed at least one valid unexpired unit of magnesium sulphate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Iron supplementation</td>
<td>• Observed at least one valid unexpired unit of iron or iron and folic acid tablets</td>
</tr>
</tbody>
</table>

*Data on receipt of training of ANC services had varying recall periods ranging from 1–3 years preceding the survey.
†Syphilis rapid diagnostic test (RDT), Venereal Disease Research Laboratory (VDRL) test or polymerase chain reaction (PCR) or rapid plasma reagin (RPR).
‡Injectable benzathine penicillin or procaine penicillin.
§Automatic or manual with stethoscope.
with a valid expiration date was observed in any location. Similarly, diagnostic services and equipment were considered available if they were available and functioning in at least one location or service area. Missing values were treated as indicating the unavailability of the component of interest and accounted for <1% of the sample size for all interventions by country.

Facility–level indicators were stratified by health facility type (hospital/health center/health post, etc.), managing authority (public/non–public) and location (urban/rural) to obtain stratum–specific proportions of ANC facilities ‘ready’ to provide each intervention. These stratification variables were selected to account for hypothesized differences in the service environment by health facility type and heterogeneity in health care seeking behaviors by location (urban/rural). Information on the location stratum was missing for SPA surveys conducted prior to 2009, in which case only health facility type and managing authority were used for stratification.

In Step 2, among women aged 15–49 years who reported attending at least four ANC visits (ANC4+) in the DHS survey, source of ANC was categorized as above. For women providing multiple responses about where they sought ANC, only the highest level facility type was included. In the final step, the proportion of women attending ANC4+ in each facility stratum was merged with summary statistics of readiness derived from the SPA/SARA, using facility stratum as the identifier. For each intervention, the expected proportion of women attending ANC at health facilities ‘ready’ to provide the intervention at the national level was estimated by summing, across strata, the proportion of ANC facilities ‘ready’ to provide the intervention in that stratum (from the SPA/SARA) multiplied by the proportion of women who reported attending at least four ANC visits in that stratum (derived from the corresponding DHS).

We categorized women attending at least four ANC visits into three groups based on the “likelihood of appropriate care”: (i) high likelihood of appropriate care if they attended a health facility type that in the SPA/SARA had the necessary equipment, diagnostics, medicines and commodities in stock, was equipped with ANC guidelines, and had at least one staff member who had been trained recently; (ii) moderate likelihood of appropriate care if they attended a health facility type that in the SPA/SARA had the necessary equipment, diagnostics, medicines and commodities in stock, but the health facility type lacked ANC guidelines or trained staff members (or both); and (iii) low likelihood of appropriate care if they attended a health facility type that in the SPA/SARA did not have the necessary equipment, diagnostics, medicines and commodities in stock, regardless of the availability of ANC guidelines or trained staff members. This classification encompasses all four domains that are required for service specific readiness within the SARA framework – availability of guidelines and trained staff, equipment, diagnostics, and medicines and commodities [16].

We conducted a sensitivity analysis to check the robustness of the overall results to misclassification of the source of ANC. Two hypothetical cases were considered. The upper bound corresponded to the hypothetical scenario in which all women attending at least four ANC visits were assumed to have sought ANC at health facilities in the stratum with the highest level of readiness for each intervention. Conversely, the lower bound was obtained by assuming all women attending at least four ANC visits sought care at health facilities in the stratum with the lowest level of readiness.

Finally, to assess the plausibility of our results, we compared our results to self–reported receipt of ANC interventions for those interventions where DHS surveys are used to estimate coverage based on maternal recall (tetanus toxoid vaccine, IPTp, and iron supplementation).

All analyses accounted for the complex survey design and adjusted for sampling weights. Analyses were conducted using STATA 14 (College Station, TX).

RESULTS

A total of 44 health facility assessments were identified, with the majority (36/44, 82%) in sub–Saharan Africa (Figure 2). Of the 36 health facility assessments conducted in sub–Saharan Africa, 1 was excluded as it was conducted prior to 2000, 9 were excluded as there was no corresponding DHS within two years of the health facility assessment, and 6 were excluded as they did not contain information on ANC services. The final sample included 20 assessments that reported on a total of 10 534 health facilities, of which 8742 (82.9%) reported offering ANC services. The percentage of facilities offering ANC services ranged from 73.9% to 95.3% across the 20 health facility assessments (Table 2).
Health facility readiness

Among facilities offering ANC services, the percentage with at least one staff member who had recently received in–service training in ANC varied from 30.9% in Tanzania (2014/15) to 99.3% in Zimbabwe (2014). For ANC guidelines, ANC facilities in Zimbabwe (2014) were most likely (96.2%) to report the availability of ANC guidelines compared to less than a quarter (31.2%) of ANC facilities in Rwanda (2007) (Table 2). Overall, the percentage of facilities with the necessary equipment, diagnostics, medicines and commodities to deliver IPTp, iron supplementation, and tetanus toxoid vaccination was relatively high. The availability of IPTp drugs exceeded 90% in ANC facilities in DRC (2013), Kenya (2004, 2010), Rwanda (2007), and Sierra Leone (2013). Similarly, more than 90% of ANC facilities in Benin (2013), Namib-
Quality of antenatal care service provision in health facilities in sub-Saharan Africa

ia (2009), Senegal (2014), Sierra Leone (2014), Tanzania (2014/15), Togo (2012), and Zimbabwe (2014) had iron tablets in stock. By contrast, the availability of equipment, diagnostics, medicines and commodities to deliver hypertensive disease case management and syphilis detection and treatment was relatively low. None of the assessments reported more than 75% of ANC facilities in a country with the capacity to manage hypertensive diseases in pregnant women (median: 23.1%; range: 2.0–71.8%). With the exception of Namibia (2009) and Zimbabwe (2014), less than 90% of ANC facilities had a valid syphilis test and penicillin treatment available on the day of assessment, with a low of 9.3% recorded in Burkina Faso (2012).

ANC coverage and content

The percentage of women attending at least one ANC visit from a skilled provider (ANC1+) was generally high (median: 93.1%; range: 86.0–97.5%) (Table 3). The percentage of women attending at least four ANC visits (ANC4+) ranged from 24.8% in Rwanda (2007/8) to 75.8% in Sierra Leone (2013). Most women first sought care during the second trimester, with the median months of gestation at first ANC visit ranging from 3.7 to 5.9 months. Based on DHS data, more than half of women who attended at least one ANC visit reported blood pressure measurement (median: 93.9%; range: 51.3–99.1%) and receipt of at least one dose of tetanus toxoid vaccine (median: 82.1%; range: 56.7–97.3%). However, the collection of a blood sample (median: 82.7%; range: 28.4–89.3%), the collection of a urine sample (median: 66.9%; range: 11.4–94.1%), the receipt of iron supplementation (median: 79.6%; range: 41.7–94.8%), and the receipt of at least one dose of SP during an ANC visit (median: 41.1%; range: 0.8–73.5%) was much more variable (Table 3).

Likelihood of appropriate care

Based on the results from linking the SPA/SARA and DHS data, we estimated that on average around one in five women with a recent live birth received ANC at a facility with trained staff and appropriate clinical guidelines and IPTp drugs (20.8%), iron supplements (22.5%), or tetanus toxoid vaccine (21.5%) in stock (Table 4). Despite the availability of these three drugs at health facilities, estimates of the likelihood of appropriate care were lower due to underutilization of ANC services, lack of ANC guidelines, and a shortage of trained staff to deliver interventions (Figure 3). For example, in Rwanda (2007), more than three quarters of facilities offering ANC services had SP (90.8%), iron supplements (78.1%), or tetanus toxoid vaccine (73.5%) in stock.

Table 3. DHS estimates of coverage of antenatal care (ANC) and ANC interventions among women who reported attending at least one ANC visit*

<table>
<thead>
<tr>
<th>Year</th>
<th>ANC1+ (%)</th>
<th>ANC4+ (%)</th>
<th>Early ANC enrollment (%)</th>
<th>Median months of pregnancy at 1&lt;sup&gt;st&lt;/sup&gt; ANC visit</th>
<th>Blood sample taken (%)</th>
<th>Urine sample taken (%)</th>
<th>Blood pressure measured (%)</th>
<th>Weight measured (%)</th>
<th>Iron tablets or syrup given (%)</th>
<th>Any or complete tetanus protection at birth (%)</th>
<th>Any SP / Fansidar use during ANC visit (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benin 2011/12</td>
<td>86.0</td>
<td>58.3</td>
<td>48.3</td>
<td>3.8</td>
<td>81.3</td>
<td>94.1</td>
<td>97.7</td>
<td>98.3</td>
<td>80.8</td>
<td>78.2</td>
<td>37.3</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>95.5</td>
<td>33.1</td>
<td>40.6</td>
<td>4.3</td>
<td>63.3</td>
<td>84.5</td>
<td>97.2</td>
<td>98.2</td>
<td>93.3</td>
<td>91.0</td>
<td>–</td>
</tr>
<tr>
<td>DRC 2013/14</td>
<td>88.5</td>
<td>47.2</td>
<td>16.7</td>
<td>5.4</td>
<td>61.4</td>
<td>52.0</td>
<td>74.1</td>
<td>88.2</td>
<td>58.7</td>
<td>75.0</td>
<td>33.0</td>
</tr>
<tr>
<td>Ghana 2003</td>
<td>91.9</td>
<td>68.9</td>
<td>45.8</td>
<td>4.0</td>
<td>85.8</td>
<td>83.7</td>
<td>95.4</td>
<td>94.3</td>
<td>79.4</td>
<td>85.1</td>
<td>0.8</td>
</tr>
<tr>
<td>Kenya 2003</td>
<td>87.4</td>
<td>50.9</td>
<td>10.5</td>
<td>5.9</td>
<td>96.4</td>
<td>49.1</td>
<td>82.3</td>
<td>90.9</td>
<td>46.8</td>
<td>85.3</td>
<td>9.9</td>
</tr>
<tr>
<td>Kenya 2008/9</td>
<td>91.5</td>
<td>45.7</td>
<td>13.5</td>
<td>5.8</td>
<td>82.7</td>
<td>66.6</td>
<td>84.2</td>
<td>94.0</td>
<td>69.6</td>
<td>88.5</td>
<td>33.6</td>
</tr>
<tr>
<td>Namibia 2006/7</td>
<td>94.3</td>
<td>70.2</td>
<td>31.6</td>
<td>4.8</td>
<td>97.3</td>
<td>92.8</td>
<td>97.1</td>
<td>98.0</td>
<td>79.6</td>
<td>56.7</td>
<td>19.6</td>
</tr>
<tr>
<td>Rwanda 2007/8</td>
<td>96.1</td>
<td>24.8</td>
<td>23.2</td>
<td>5.3</td>
<td>73.6</td>
<td>17.9</td>
<td>87.0</td>
<td>97.2</td>
<td>41.7</td>
<td>74.1</td>
<td>91.3</td>
</tr>
<tr>
<td>Senegal 2012/13</td>
<td>94.2</td>
<td>45.8</td>
<td>54.0</td>
<td>3.7</td>
<td>80.3</td>
<td>86.7</td>
<td>99.1</td>
<td>95.4</td>
<td>93.6</td>
<td>91.2</td>
<td>73.5</td>
</tr>
<tr>
<td>Senegal 2014</td>
<td>96.1</td>
<td>47.1</td>
<td>57.8</td>
<td>3.6</td>
<td>85.5</td>
<td>89.3</td>
<td>99.6</td>
<td>95.4</td>
<td>94.8</td>
<td>90.7</td>
<td>71.1</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>2013</td>
<td>97.5</td>
<td>75.8</td>
<td>4.4</td>
<td>89.3</td>
<td>72.4</td>
<td>93.9</td>
<td>88.7</td>
<td>94.1</td>
<td>97.3</td>
<td>62.1</td>
</tr>
<tr>
<td>Tanzania 2006/5</td>
<td>92.3</td>
<td>59.2</td>
<td>13.6</td>
<td>5.5</td>
<td>52.6</td>
<td>39.7</td>
<td>64.0</td>
<td>93.8</td>
<td>61.0</td>
<td>78.8</td>
<td>49.5</td>
</tr>
<tr>
<td>Tanzania 2015/16</td>
<td>97.9</td>
<td>49.2</td>
<td>23.1</td>
<td>5.0</td>
<td>87.3</td>
<td>58.6</td>
<td>69.5</td>
<td>93.8</td>
<td>81.9</td>
<td>74.4</td>
<td>68.3</td>
</tr>
<tr>
<td>Togo 2013/14</td>
<td>91.9</td>
<td>56.4</td>
<td>27.0</td>
<td>4.9</td>
<td>87.4</td>
<td>88.4</td>
<td>97.0</td>
<td>N/A</td>
<td>85.8</td>
<td>85.5</td>
<td>38.7</td>
</tr>
<tr>
<td>Uganda 2006</td>
<td>93.1</td>
<td>45.9</td>
<td>16.2</td>
<td>5.6</td>
<td>28.4</td>
<td>11.4</td>
<td>51.3</td>
<td>76.3</td>
<td>63.2</td>
<td>76.1</td>
<td>33.5</td>
</tr>
<tr>
<td>Uganda 2011</td>
<td>94.9</td>
<td>47.2</td>
<td>20.7</td>
<td>5.2</td>
<td>83.4</td>
<td>22.0</td>
<td>58.0</td>
<td>77.5</td>
<td>75.8</td>
<td>80.9</td>
<td>44.9</td>
</tr>
<tr>
<td>Zimbabwe 2015</td>
<td>92.0</td>
<td>74.1</td>
<td>37.4</td>
<td>4.5</td>
<td>98.7</td>
<td>66.9</td>
<td>97.3</td>
<td>94.0</td>
<td>83.9</td>
<td>82.1</td>
<td>13.3</td>
</tr>
<tr>
<td>Median</td>
<td>93.1</td>
<td>49.2</td>
<td>27.0</td>
<td>4.9</td>
<td>82.7</td>
<td>66.9</td>
<td>93.9</td>
<td>94.0</td>
<td>79.6</td>
<td>82.1</td>
<td>41.1</td>
</tr>
</tbody>
</table>

N/A – no data available

*Reference period: 3 years.
†Early ANC enrollment was defined as first ANC visit before 16 weeks of gestation.
toxoid vaccine (93.5%) in stock (Table 2). However, ANC 4+ coverage was 24.8% (Table 3), and only 31.2% of ANC facilities had ANC guidelines (Table 2). As a result, very few women had a high likelihood of appropriate care for these three interventions (IPTp: 5.6%, iron supplementation: 4.8%, tetanus toxoid vaccination: 5.8%) (Figure 3, Table 4).

Across countries, the percentage of women attending ANC at facilities ready to perform hypertensive disease case management and syphilis detection and treatment was lower relative to the other interventions, representing substantial missed opportunities for women seeking ANC care. For example, in Sierra Leone (2013) where there was the most widespread utilization of ANC services (ANC4+ coverage: 75.8%) (Table 3), only 12.0% of all women with a recent live birth had a high likelihood of appropriate care for syphilis detection and treatment. In countries with multiple health facility assessments (DRC, Kenya, Uganda, Senegal, Sierra Leone and Tanzania), trends over time suggested that there were improvements in the availability of diagnostics for syphilis detection and treatment (Table 2), and subsequent improve-
sments in the likelihood of appropriate care for syphilis testing and treatment (Table 4). Similar improvements over time were observed for hypertensive disease case management.

Sensitivity analyses showed that the overall results were stable and not unduly influenced by potential misclassification of strata (Figure 4). However, the sensitivity bounds were wider for syphilis detection and hypertensive disease case management, suggesting a greater heterogeneity in readiness to deliver these interventions by stratum.

For three interventions, we were able to directly compare estimates of the likelihood of appropriate care based on the linking approach and coverage estimates derived from mother's recall from the DHS (Figure 5). If women sought care at facilities ready to deliver the intervention, and then received it, one would expect “perfect” correlation between these two estimates, assuming women were able to accurately report receipt of the intervention in the household survey. Our estimates of high likelihood of appropriate care correlated relatively well with the DHS coverage estimates for all three interventions (iron supplementation: Pearson correlation 0.52, p value 0.02; tetanus toxoid vaccination: Pearson correlation 0.46, p value 0.04; IPTp: Pearson correlation 0.64, p value 0.003). Our estimates of high likelihood of appropriate care tended to underestimate coverage levels obtained from the DHS for iron supplementation and tetanus toxoid vaccination while our estimates overestimated coverage levels obtained from the DHS for IPTp (Figure 5).

DISCUSSION

This study systematically linked 20 large-scale health facility assessments (SPAs and SARAs) and household surveys (DHS) conducted in sub-Saharan Africa to estimate the percentage of women who attended health facilities which were ‘ready’ to deliver five key ANC interventions. While the immediate goal of our framework was to determine the likelihood of appropriate care for key ANC interventions in several countries in sub-Saharan Africa, our analysis also offers a strategy to identify opportunities for strengthening ANC at the national level. Furthermore, this study underscores the need for a two-pronged approach to improving coverage of ANC interventions: namely, to improve ANC utilization and quality of ANC services.
Household surveys are useful for monitoring trends in ANC coverage based on self-reported utilization patterns. However, ANC coverage does not provide insight about the actual delivery of health services nor does it serve as a reliable measure of coverage of interventions delivered during ANC. Health facility assessments, on the other hand, can provide insight on service availability and readiness at health facilities, but not on population-based coverage. Linking information about service provision or readiness to service utilization data offers great potential in identifying barriers to achieving high population coverage of interventions [27]. For tetanus toxoid vaccine, IPTp, and iron supplementation, our comparison of DHS coverage estimates and linked estimates in this analysis correlated relatively well. While there were biases in the two approaches to measuring coverage of these three interventions, the fairly good concordance suggests that the linking approach may be useful in estimating coverage for those ANC interventions for which DHS provides no coverage estimate.

The percentage of women attending health facilities ready to deliver tetanus toxoid vaccination, IPTp, and iron supplementation was relatively higher than the more complex and multi-step interventions –
hypertensive disease case management and syphilis detection and treatment. Hypertension is a major cause of maternal mortality and syphilis is estimated to be associated with 11% of stillbirths [31,32]. Our findings highlight the need to improve commodity–driven logistical barriers for the delivery of ANC services, notably the supply of syphilis tests for screening injectable penicillin for syphilis treatment, dipsticks for urine protein and magnesium sulphate for pre–eclampsia. Health facility readiness varies by region, health facility type and managing authority, and country specific information is available in the final survey reports [29,30].

There are several limitations when linking health service provision to utilization of health services at an ecological level, as in this analysis. The underlying assumption of our ecological analysis was that women seeking ANC experienced the “average” level of health facility readiness in that stratum, which was not the case. Second, although ideally we would have weighted our readiness estimates by health facility utilization to better reflect the “average” ANC experience, health facility utilization data are not collected in the SPAs or SARAs. Third, the linkage approach relied on women’s self–reported source of ANC care, including the type of health facility and managing authority. To minimize recall bias, our analysis was restricted to women reporting the most recent live birth in the 3 years preceding the survey, but this constraint does not ensure the validity of all responses. Finally, health facility assessments and household surveys may have been conducted at different time points, so that the survey reference period for both sources may not be perfectly matched or temporally aligned. To address this concern, surveys were restricted to occur within two years of each other, with the underlying assumption that ANC utilization patterns were unlikely to change drastically during the two year period. However, given a DHS survey reference period of up to 3 years, it is possible to have a total lag period of up to 5 years between the time a woman had her most recent live birth and the time the health facility assessment was conducted.

Our analysis focused on health facility readiness to provide interventions, which is a minimum requirement for but not a guarantee of the delivery of quality ANC services. While facilities that lack the necessary drugs, equipment, diagnostics or trained staff cannot provide an intervention, ‘ready’ facilities may also fail to provide quality services in part due to lack of provider knowledge, motivation, supervision or increased workloads [27]. Although SPAs provide further information on other dimensions of quality based on observations of ANC consultations and client exit interviews, the SARAs only provide information on service availability and readiness. To allow the use both surveys we focused on health facility readiness. Future research should assess other measures of quality.

Our sample included surveys that were conducted as early as 2002, in order to aggregate a data set for proof of concept, but we acknowledge that changes in the health systems may have occurred in the past decade and recommend caution in drawing inferences based on the cross–country comparisons. Furthermore, health facility readiness can change rapidly over a short time period. Our results may not adequately reflect these shifts or the current situation across all countries in sub–Saharan Africa. As nationally representative surveys are conducted more routinely across more countries, tracking of improvements in the

Figure 5. Comparison of estimated coverage (DHS) and estimated high likelihood of appropriate care (LAC) based on the ecological linking for iron supplementation, tetanus toxoid vaccination and intermittent preventive treatment of malaria in pregnancy.
quality of care over time will be possible. Lastly, our analysis did not account for the timing of ANC interventions. Early screening and treatment is a critical consideration for interventions such as syphilis detection and treatment. Our analysis assumed that interventions were appropriately delivered in a timely manner to yield the intended health gains.

Linking ANC readiness and care-seeking data at the population-level was valuable in characterizing the quality of ANC care available to pregnant women and highlighting deficiencies in the provision of ANC services across health facilities in sub-Saharan Africa. The use of standardized survey instruments facilitated the pooling of data from multiple countries and years. We believe that the linking approach that ties utilization to readiness holds great promise to produce estimates of coverage of effective interventions that cannot be or at least are not measured in household surveys.

While there will continue to be work to refine and improve estimates of coverage and service quality with analyses linking household and health facility surveys, two changes could facilitate the easier linking of data from these two sources. First, the inclusion of a question about the source of ANC in the MICS would make the pooling of another standardized source of data on care-seeking patterns. Second, harmonization of the two health facility assessments (SPA and SARA) would further aid linking studies and foster new strategies in order to ultimately improve measurement of coverage in MNCH.
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Objective The objective of the Alliance for Maternal and Newborn Health Improvement (AMANHI) gestational age study is to develop and validate a programmatically feasible and simple approach to accurately assess gestational age of babies after they are born. The study will provide accurate, population–based rates of preterm birth in different settings and quantify the risks of neonatal mortality and morbidity by gestational age and birth weight in five South Asian and sub–Saharan African sites.

Methods This study used on–going population–based cohort studies to recruit pregnant women early in pregnancy (<20 weeks) for a dating ultrasound scan. Implementation is harmonised across sites in Ghana, Tanzania, Zambia, Bangladesh and Pakistan with uniform protocols and standard operating procedures. Women whose pregnancies are confirmed to be between 8 to 19 completed weeks of gestation are enrolled into the study. These women are followed up to collect socio–demographic and morbidity data during the pregnancy. When they deliver, trained research assistants visit women within 72 hours to assess the baby for gestational maturity. They assess for neuromuscular and physical characteristics selected from the Ballard and Dubowitz maturation assessment scales. They also measure newborn anthropometry and assess feeding maturity of the babies. Computer machine learning techniques will be used to identify the most parsimonious group of signs that correctly predict gestational age compared to the early ultrasound date (the gold standard). This gestational age will be used to categorize babies into term, late preterm and early preterm groups. Further, the ultrasound–based gestational age will be used to calculate population–based rates of preterm birth.

Importance of the study The AMANHI gestational age study will make substantial contribution to improve identification of preterm babies by frontline health workers in low– and middle– income countries using simple evaluations. The study will provide accurate preterm birth estimates. This new information will be crucial to planning and delivery of interventions for improving preterm birth outcomes, particularly in South Asia and sub–Saharan Africa.
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Accurately identifying preterm births around the time of delivery increases opportunities for using targeted high impact interventions to reduce mortality and morbidity but requires that gestational age at birth be known. Preterm birth is a global challenge affecting both developed and developing countries [1,2]. It contributes annually to approximately 35% of neonatal and 75% of perinatal mortality worldwide [3–5]. In addition, survivors suffer long-term respiratory, gastrointestinal and neurodevelopmental morbidities with consequences on health, growth, psychosocial functioning and economic viability in later life [6–8]. The greatest burden of mortality and morbidity from preterm births occur in low and middle income settings (LMICs) [9]. In 2005, almost 13 million children were born preterm and 85% of these occurred in Africa and Asia [10].

Interventions that are feasible to implement and have the potential to prevent or help manage preterm birth complications in LMICs exist, but their effectiveness has not been rigorously evaluated [11]. The critical step to deploying such interventions is identification of preterm births. In high-income settings, early pregnancy ultrasound is used to enhance accurate gestational age estimation. Preterm births are therefore anticipated right at the onset of labour and interventions such as antenatal corticosteroids are administered to improve outcomes. In contrast, pregnancy ultrasound for assessing gestational age is often not available or affordable to women in LMICs [12]. Pregnant women also seek care quite late; by which time most ultrasound scans do not yield reliable gestational age estimates. To help frontline health workers identify preterm babies for targeted interventions, simpler methods of gestational age assessment are needed.

One option is to train them to identify preterm babies immediately after they are born. The Ballard [13,14] and Dubowitz [15,16] scoring systems use physical and neuromuscular signs to estimate newborn gestational maturity after birth. Whilst they are potentially feasible to implement in LMICs, they are rarely used at scale partly because they have not been rigorously evaluated in comparison with a reliable “gold standard” or because they include too many component signs that are difficult to assess on all babies. For instance, five [14,17–20] of six studies that evaluated the accuracy of these scores compared them with women’s last menstrual period (LMP) that is itself not reliable for gestational age assessment. Meanwhile, portable ultrasound machines are now available, relatively cheap and can be deployed to allow improved gestational age assessment at population level or within research settings in LMICs. In addition, advances in computer programming and “machine learning” methods enable simpler algorithms with equivalent validity to be derived from complex patterns and inter-relationships between signs.

The Alliance for Maternal and Newborn Health Improvement (AMANHI) gestational age study is being implemented in five countries in South Asia and sub-Saharan Africa. It aims to develop and validate simple, programmatically feasible methods (using non-clinically-trained research workers) to accurately assess gestational age of babies at the population level in comparison to early pregnancy ultrasound (gold standard). The study will also use these accurate gestational ages to evaluate the risk of mortality and morbidity, by gestational age, among neonates. This manuscript describes the protocol for the harmonized implementation of the study.

METHODOLOGY

Study design

The AMANHI gestational age study is a multi-centre, population-based prospective development and evaluation of the diagnostic accuracy of simple methods for gestational age assessment (including reported LMP, physical, neuromuscular, feeding assessments and anthropometry). These will be compared with gestational age from early pregnancy ultrasound scans. The Maternal, Newborn, Child and Adolescent Health department of the World Health Organization (WHO/MCA) is coordinating the study.

Objectives

The objective of the AMANHI gestational age study is to develop and validate a programmatically feasible and simple approach to accurately assess the gestational age of babies after they are born. The study will provide accurate, population-based rates of preterm birth in different settings and quantify the risks of (i) neonatal mortality by gestational age and birthweight, and (ii) maternal and neonatal morbidity by gestational age from population-based pregnancy cohorts.
Study settings

Five sites in South Asia (Sylhet, Bangladesh and Karachi, Pakistan) and sub-Saharan Africa (Kintampo, Ghana; Pemba, Tanzania; and Southern Province, Zambia) are using harmonized protocols to implement the AMANHI gestational age study. Across the sites, study populations are predominantly rural with low literacy levels. Health facilities of various types provide a range of services from basic to comprehensive emergency obstetric and newborn care. All sites, except Zambia, have an on-going one to three-monthly community-based pregnancy surveillance in which trained fieldworkers conduct home visits to all women of reproductive age to identify pregnancies for enrolment and follow-up until the end of pregnancy. In Zambia, the study is recruiting pregnant women at antenatal clinics.

Identifying eligible pregnancies and obtaining consent

Eligibility. Trained fieldworkers use a variety of methods to identify pregnant women for the study. Women either directly report their pregnancies or the fieldworkers elicit missed periods from women's reported dates of their LMP. They also conduct pregnancy tests, if required, to confirm pregnancies. In Zambia, over 96% of all pregnant women attend antenatal care (ANC) clinics so study participants are recruited from these clinics. The study enrolls women only if their pregnancies are between 8–19 completed weeks by ultrasound examination. This window ensures that pregnancies are early enough to give accurate ultrasound gestational age estimates but also excludes very early pregnancy losses due to genetic or chromosomal abnormalities. Enrolled women should also be willing to be available for the gestational age assessment to be conducted on their babies within 72 hours after birth.

Consenting. Fieldworkers consent pregnant women, in their local or preferred languages, to undergo a screening ultrasound examination to establish gestational age and subsequently enrol women if eligibility is confirmed (pregnancies between 8–19 weeks' gestation). Consent for additional procedures varies slightly across sites. In Ghana, for instance, fieldworkers obtain initial consent for the screening ultrasound. They only consent eligible women after scan and again before the gestational age assessment when the baby is born. In other sites, women are comprehensively consented at the initial contact to cover the scan and follow-up. In Zambia in case the pregnant woman is a “minor” between 15 years to 18 years, assent is first obtained from women themselves before their legal guardians provide written informed consent for their participation.

Harmonization of implementation

Uniform protocols are being used across sites to conduct the screening ultrasound scan, pregnancy follow-up, newborn gestational age assessments and quality assurance. The principal investigators from the sites, WHO/MCA team and selected global newborn experts supported the development of these protocols for use at all sites. Centralised training sessions were organised for investigators from the sites to ensure harmonised implementation.

Standard operating procedures

Principal investigators from the sites developed generic standard operating procedures (SOP) for implementing the study. This document outlines the strategy for implementation as illustrated in Figure 1. In summary, it specifies that the gold standard gestational age will be derived from an early pregnancy ultrasound scan (<20 weeks) conducted as part of the study by trained study staff. The study enrols pregnant women during the gestational age window of 8 to 19 completed weeks. Biometric parameters measured include fetal crown–rump length (CRL), bi–parietal diameter (BPD) and femur length (FL) as appropriate. Trained non–clinical workers conduct the gestational age assessment of newborns. With this cadre of workers, the AMANHI gestational age study ensures that minimally trained frontline health workers can implement postnatal gestational age assessment, at scale. A common manual for implementation and core variable table have been developed, which contains modules on the standards for the dating ultrasound, newborn gestational age assessment and data collected during follow–up home visits.

Centralised standardised training and validation of trainers for newborn assessment

AMANHI organised a 3–day training of trainers in Sylhet (Bangladesh) for two physician participants from each site, using the AMANHI gestational age study manual. The training, coordinated by WHO/MCA, aimed to standardize these participants for harmonised implementation across sites. Two experts, a WHO Medical Officer in newborn health (AM) and a paediatrician specialist in newborn maturity assessment
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... (ACL) facilitated the training. It involved theoretical instructions, videos and practice sessions. After showing videos of the assessment, the facilitators demonstrated the assessment modalities to the participants on mannequins, with emphasis on the assessment principles. Participants in turn practiced on these mannequins to acquaint themselves with the assessment modalities. The last two days of training involved practice at the paediatric ward of the Osmani Medical College in Sylhet. The trainers again demonstrated assessments to participants using newborn babies on the wards. They supervised the participants to take turns, practicing initially with term and later with preterm babies. Participants were closely supervised and provided additional support to ensure that they became confident and proficient in the assessments.

For the proficiency validation and standardization, each participant independently assessed five or more babies and recorded their findings. Trained facilitators also independently assessed these same babies and the findings were compared with the participants. Participants were only certified as having attained mastery for any particular sign if their assessment findings did not vary by more than one point from the findings from the independent assessment by the facilitators.

Ultrasonography for accurately dating pregnancies (gold standard data)

The SOP for the AMANHI gestational age study specifies standardized procedures for measuring fetal biometric parameters, and was developed in consultation with a maternal–fetal medicine specialist (BJW). Scanning is strictly trans–abdominal. When a potential participant comes to a scanning centre to have her pregnancy date assessed, the choice of which biometric parameter to measure depends on the estimated gestational age; this was to ensure that gestational ages estimated from these parameters have the highest precision (Table 1). AMANHI measures only the crown–rump length (CRL) if pregnancy is less than 14 weeks, both bi–parietal diameter (BPD) and femur length (FL) if more than 14 weeks and all three if within the 14th week. Three measurements are independently taken and recorded for each parameter. Pregnancies that are less than 8 weeks are re–scheduled for repeat scans after four weeks. Women with pregnancies at 20 weeks or more are counselled to continue routine antenatal clinic attendance but are not enrolled into the AMANHI gestational age study. Major abnormalities or intra–uterine fetal deaths are promptly referred to health facilities for appropriate management.

Quality control. The team developed a common checklist, in consultation with the MFM expert and with adaptations from other international ultrasound quality guidelines [21], which specifies the mini-
mum acceptable quality standards for measuring each biometric parameter (Table 2). This checklist serves as a reference (and harmonization) document for the sonographers at the sites as well as a yardstick for independent assessment of image quality and includes guidance on appropriate image zooming, obtaining the correct plane and placement of callipers.

Key quality control measures include:

i. The MFM expert independently reviews all images taken for 20 among the first 50 study participants recruited in each site and provides direct feedback on each individual image and the overall performance of sonographers. She also makes recommendations on how to further improve image quality.

ii. Checking images throughout the duration of enrolment:

- Images taken for 10% of participants are randomly selected and sent to a specialist sonographer (local to each site but independent of the AMANHI study team) for review. This independent sonographer provides direct feedback to inform refresher–training needs of study sonographers within each site.
- Images taken for 5% of participants are randomly selected and sent for central review and validation by the MFM expert (BJW).

Morbidity and birth outcome surveillance

Trained surveillance fieldworkers visit women in their homes, immediately after enrolment, to collect baseline socio–demographic, medical and obstetric histories. They make three antenatal visits at 24–28 weeks, 32–36 weeks and after 38 weeks to collect data on morbidity and mortality during the pregnancy and pregnancy outcomes using the common core variable table. Women’s blood pressure is measured and their urine is tested for proteins. In some sites, women’s symphysis–fundal height is also measured. During these visits, fieldworkers establish a birth notification system so that families will notify the study whenever the pregnancy ends – irrespective of the outcome. For live births, immediately after the notification, research assistants are dispatched to reach babies and conduct AMANHI gestational age assessment within 72 hours of birth. The surveillance fieldworkers also increase their frequency of home visits to all women whose pregnancies are 28 weeks or older and leave their phone numbers for families to contact them whenever the pregnancy ends. When any pregnancy ends, additional home visits are made to ascertain the status of newborns and mothers at the end of the first 28 and 42 to 60 days, days respectively. For every maternal, fetal or neonatal death, a verbal autopsy form is completed to obtain detailed information on the circumstances leading to the death; causes of death are assigned by trained and AMAN–

<table>
<thead>
<tr>
<th>Gestational age of fetus</th>
<th>What biometric parameter to measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 weeks 0 days – 13 weeks 6 days</td>
<td>Crown–rump length only</td>
</tr>
<tr>
<td>14 weeks 0 days – 14 weeks 6 days</td>
<td>Crown–rump length, bi–parietal diameter &amp; femur length</td>
</tr>
<tr>
<td>15 weeks 0 days and beyond</td>
<td>Bi–parietal diameter and femur length</td>
</tr>
</tbody>
</table>

Table 2. Indicators for ensuring optimal quality of ultrasound images for each biometric parameter

<table>
<thead>
<tr>
<th>Quality modality</th>
<th>Crown rump length</th>
<th>Bi–parietal diameter</th>
<th>Femur length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zooming</td>
<td>Good magnification (50% of image size)</td>
<td>Good magnification (50% of image size)</td>
<td>Good magnification (50% of image size)</td>
</tr>
<tr>
<td>Frozen in correct plane</td>
<td>Neutral position—not hyperflexed or hyperextended</td>
<td>Skull is oval and bone visible throughout</td>
<td>Femur imaged side-to-side on screen</td>
</tr>
<tr>
<td></td>
<td>Fetus horizontal (side-to-side on screen)</td>
<td>Thalamus is visible</td>
<td>Only one bone in this portion of extremity</td>
</tr>
<tr>
<td></td>
<td>Full extent of crown visible</td>
<td>Skull side to side on screen</td>
<td>Upper femur measured</td>
</tr>
<tr>
<td></td>
<td>Full extent of rump visible</td>
<td>Full extent of femur visualized (solid straight line)</td>
<td></td>
</tr>
<tr>
<td>Caliper placement</td>
<td>Crown caliper at edge of head</td>
<td>Calipers placed perpendicular to long axis of skull</td>
<td>Calipers placed at edge of echogenic bone (outer to outer)</td>
</tr>
<tr>
<td></td>
<td>Rump caliper placement at lower spine</td>
<td>Top caliper placed on outer portion of the skull</td>
<td>Secondary ossification centres not measured</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bottom caliper placed on inner portion of skull</td>
<td></td>
</tr>
</tbody>
</table>
Validation of gestational age assessment protocol for a prospective study

HI–accredited physicians. The accreditation process involves training for harmonized assignment of causes of deaths and passing of a centralised standardised test conducted by the WHO [22].

Newborn assessment

Assessors. Non–clinician field workers (at supervisory grade and with ≥10 years formal education) were trained and standardized to conduct the AMANHI newborn gestational age assessments. These assessors are blinded to babies’ ultrasound–estimated gestational ages.

Inclusion and exclusion criteria. The assessors screen for newborn illnesses before conducting the newborn assessment. Families are engaged throughout the assessment process. The assessors ask to know about the families’ perception on the general health of the newborn. If babies are reportedly unwell, they use the newborn assessment module of WHO’s integrated management of childhood illness (IMCI) guidelines to assess severity. Babies with severe illness are excluded and referred to health facilities for care. Even if the family thinks the baby is well but the assessors consider them unwell, they also refer to health facilities for care. In general, assessors advise care–seeking at health facilities even when the IMCI algorithm shows the newborn is not ill but the family thinks otherwise.

Assessment modalities. Table 3 shows signs being assessed for in the AMANHI gestational age study. These signs were selected based on a systematic literature review for evidence of their use in assessing newborn gestational maturity and a pragmatic consideration of how easily they could be assessed by frontline health workers. There are six neuromuscular signs which test passive flexor tone or flexibility and 10 physical signs. The physical and neuromuscular signs were selected from the original Ballard score [14]. Each sign relates to a particular body part (eg, skin), under which are sub–categories such as colour, opacity, texture, etc. The separate sub–categories were adapted from the Dubowitz score [15,16] because they are separated and relatively easier to differentiate. After discussions with Dubowitz (personal communication), ankle dorsiflexion was added to the neuromuscular signs as a measure of joint flexibility. The “square window” sign was dropped due to parental concerns during piloting.

Seven anthropometric measures (head, chest and mid–upper arm circumference, infant length, birth weight, breast–bud diameter, infant foot length and (optionally) women’s symphysis–fundal height) in

<table>
<thead>
<tr>
<th>Table 3. Assessment modalities with acceptable precision (for anthropometric measurements)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assessment</strong></td>
</tr>
<tr>
<td>Neuro–muscular signs</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Physical signs</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Anthropometry</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Feeding

• Check whether the infant is able to attach well to the breast by observing four signs: mouth open; lower lip everted; chin touching the breast below; greater part of the areola in mouth and more areola seen above than below.

• Observation: Suckling behaviour of the baby at the breast – deep, slow continuous suck with swallowing in between or shallow quick sucks.

• Observe: Duration the infant was able to stay attached to the breast continuously during the feed?

• Observation: The longest continuous burst of sucking (number of sucks).

• While observing breastfeeding, how many times did the baby suck before swallowing?
pregnancy are taken. Foot length (right foot) is measured from base of the heel to the tip of the halux, based on methods proposed by Marchant et al [23]. For all the measurements, two are taken independently and if their difference exceeds a set acceptable margin of error (Table 3), a third measurement is taken. All three measurements are recorded. Five signs of feeding maturity, adapted from WHO's infant feeding assessment guide with additions (on suckling bursts and suck–to–swallow ratios) from the Nvquist [24] preterm feeding questionnaire are also assessed. Assessors record their findings on a standard AMANHI form.

Supervision of assessment

This involves direct observation, scheduled and un–scheduled visits to study assessors. Study coordinators supervise assessors on the field. They directly observe 5% of assessments conducted by the Research Assistants in the communities as part of the supervision. These 5% selected observations are spread over the entire duration of the study to ensure assessors’ skills are being maintained. The coordinators have been purposively selected from a pool of supervisors who have performed excellently in previous engagements as supervisors in the sites. Their qualifications range from post–secondary to university graduates. As well as their extensive previous experience in field research, they were provided additional training in the conduct of the gestational age assessment and then on how to supervise and provide feedback to the assessors. The coordinators also make scheduled and unscheduled visits to assessors in the field to observe their work. In Tanzania and Ghana, geographical information systems are used to locate assessors for these supervisory visits. After each supervisory visit session, feedback on performance is provided to the assessor.

In some sites including Ghana, a pilot implementation phase followed the assessors’ training during which the study clinician/trainer conducted intensive supervision of assessors and directly observed five or more of their newborn assessments. That phase was also used to train field coordinators on the practicality of supervising the assessors.

Professional clinician validation of assessment

In order to validate the assessment by the non–clinicians, a trained professional clinician/trainer independently validates a random 5–15% sub–sample of assessments conducted by the assessors. In some sites, the process is centrally coordinated and an automated system or a study coordinator selects these babies, informs the physician of the deliveries and provides them with women’s location to facilitate the validation assessment. The physician visits the woman at the place of delivery, also within 72 hours, to independently assess babies using the AMANHI assessment forms.

Study materials/equipment

The AMANHI gestational age study teams procured uniform equipment and materials for the study across sites. Where materials could not be procured from a common source, the desired quality was specified in order to provide comparable error margins. Weighing scales, non–stretchable measuring tapes, transparent rulers and infantometers were procured and are used for the assessment across sites.

Supportive activities

In all the sites, the AMANHI study built on existing long–standing relationship of trust and mutual respect between investigators, communities and health facilities. They held meetings with community members (and their leaders) to introduce the study and to enhance acceptability of assessments. Separate orientation sessions were organised in health facilities to solicit their support and discuss the potential impact of the AMANHI gestational age study on facility workload. These included discussions on referral of complicated pregnancies for appropriate management. In some sites, a separate training was conducted for facility staff to assess selected physical signs on babies considered too sick to be assessed by the non–clinician assessors.

Sample size estimation

Previously pooled data from the participating sites showed that approximately 10% of all births were preterm. In the AMANHI gestational age study, it was assumed that the simpler methods will detect this prevalence with ±5% (absolute) precision and achieve 80% sensitivity and specificity in comparison to the early pregnancy ultrasound gestational age estimate. With an additional 1.5–fold adjustment for de-
Data processing and management

All data are double-entered by two independent clerks at all sites except in Zambia, where they are scanned directly using TeleForms software (Hewlett Packard, Sunnyvale, CA). Principal investigators in the sites have excellent track records for management of large volumes of data with stringent protocols. They are locally responsible for maintaining the data quality in their sites, running range and consistency checks and conducting periodic reviews of distributions of the responses to identify outliers in the data to address promptly. The WHO/MCA also developed a data quality checking programme to be applied on all data to supplement the routine checks conducted by individual sites. Any inconsistencies were flagged and resolved in consultation with data managers and investigators from the sites.

Plan for data analysis

The pooled data from the study sites will be split into equal thirds. Computer machine learning techniques will be employed on two-thirds of the data to find a group of signs that accurately and independently predicts gestational age or identifies preterm babies <34 weeks and/or <37 weeks compared to ultrasound dates (gold standard). The difference in gestational age estimates (in completed weeks) between the gold standard and the simpler methods (LMP and/or newborn assessments) will be plotted against the mean gestational ages (of gold standard and simplified method). Any identified algorithm that meets the requisite validity criteria will then be applied to the remaining one-third of data to assess validity (sensitivity, specificity and receiver operating characteristic curves).

Predicted gestational ages from the new algorithm will be used to categorize babies into those <34 weeks, 34–36 weeks and those ≥37 weeks or a dichotomy of preterm (<37 weeks) vs term. Chance-corrected agreement and kappa statistics will be generated between these categories and those obtained from gestational age cut-offs based on ultrasound dating and interpreted using Landis and Koch [26] criteria. Regression models will also be fitted to determine association between gestational age and adverse maternal and neonatal outcomes. Analyses will be done using Stata® Version 14.0 (StataCorp., Tx, USA) and other specialized software.

Ethical considerations

All study protocols have been approved by ethical review committees of the WHO and appropriate institutions in each of the participating sites.

Dissemination of study findings

Study findings will be shared promptly with the Technical Steering Committee comprising the WHO/MCA coordinating team, the principal investigators from the five sites and the Bill & Melinda Gates Foundation. Local dissemination meetings will be held with community members, policy-makers, health managers and administrators in all sites. A detailed implementation evaluation report, including lessons learned will be shared with the WHO and Gates Foundation. Policy briefs on outcomes will be disseminated nationally and internationally to relevant policy and donor organisations. Study findings will also be disseminated in scientific/technical forums and in peer-reviewed journals.

CONTRIBUTION OF THE AMANHI GESTATIONAL AGE STUDY TO PRETERM BIRTH IDENTIFICATION

We described the design, organization and implementation strategy of a harmonized study to identify a suitable algorithm comprising simple signs that could be feasibly used by frontline workers to accurately...
predict gestational age. If successful, this method comprising simple signs that do not require intense clinical training to assess, will help health workers in lower level facilities to identify preterm births in these settings where the results will be most relevant (South Asia and sub-Saharan Africa). The results of this study will contribute to mechanisms of targeting interventions aimed at reducing risk of death and significant disability from complications of preterm birth in LMICs [8,27].

The AMANHI gestational age study has many strengths: it is being conducted in five countries in South Asia and sub-Saharan Africa and has adequate power to yield very precise estimates on the validity of these simpler methods; it is one of the few LMIC studies with early ultrasound dating as the gold standard; it targets the identification of preterm babies at the population/community level with large sample size, using non-clinician research workers rather than health professionals in health facilities. The findings will therefore be feasible to implement programmatically at first level facilities or in communities by frontline workers with the barest minimum of professional clinical training. Since many of these preterm births are born at home [28–30] or in these lower level facilities in many LMICs, equipping this cadre of staff with a tool to identify preterm births will be a significant step towards ensuring survival and well-being of preterm babies because tested interventions can be deployed in time for their care.

Despite these strengths, the study also has potential challenges. First, with many deliveries occurring at home, it may be possible that assessors will not be able to reach babies within the narrow 72–hour window particularly since social seclusion after delivery (where women and the babies are secluded from public for up to 40 days) is pervasive in these settings [31–34]. Second excluding babies who are deemed “unwell” may selectively bias the assessments towards term babies because preterm babies are more likely to be perceived as unwell by families and hence assessments may not be done. If assessments are mainly conducted on term babies, component signs may lose their discriminatory power to identify preterm babies. The study sites are therefore using innovative methods to reach babies immediately after they are born. These methods include providing incentives to families for prompt birth notification, regular phone calls to women around term and increasing frequency of home visits to women whose pregnancies were older than 34 weeks. In some sites, selected nurses within health facilities are trained to conduct full assessments on babies who are apparently unwell and cannot be examined by research workers. These nurses use the same forms being used by the AMANHI research assistants. If babies are truly unwell to undergo the full assessments, a select limited number of physical signs and anthropometric measures are assessed by these nurses.

In conclusion, if successful, the AMANHI gestational age study will make a significant contribution to improving the ability of frontline health workers in LMICs to accurately assess gestational age in order to discriminate preterm from term infants. This will allow for more effective targeting of interventions for preterm babies in order to improve their survival. Although identification of preterm babies is the most crucial step for now in the planning and delivery of interventions, it remains only the first step and must be accompanied by concurrent deployment of tested interventions to reduce mortality and residual disabilities in survivors.
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Understanding biological mechanisms underlying adverse birth outcomes in developing countries: protocol for a prospective cohort (AMANHI bio–banking) study

**Objectives** The AMANHI study aims to seek for biomarkers as predictors of important pregnancy–related outcomes, and establish a biobank in developing countries for future research as new methods and technologies become available.

**Methods** AMANHI is using harmonised protocols to enrol 3000 women in early pregnancies (8–19 weeks of gestation) for population–based follow–up in pregnancy up to 42 days postpartum in Bangladesh, Pakistan and Tanzania, with collection taking place between August 2014 and June 2016. Urine pregnancy tests will be used to confirm reported or suspected pregnancies for screening ultrasound by trained sonographers to accurately date the pregnancy. Trained study field workers will collect very detailed phenotypic and epidemiological data from the pregnant woman and her family at scheduled home visits during pregnancy (enrolment, 24–28 weeks, 32–36 weeks & 38+ weeks) and post–partum (days 0–6 or 42–60). Trained phlebotomists will collect maternal and umbilical blood samples, centrifuge and obtain aliquots of serum, plasma and the buffy coat for storage. They will also measure HbA1C and collect a dried spot sample of whole blood. Maternal urine samples will also be collected and stored, alongside placenta, umbilical cord tissue and membrane samples, which will both be frozen and prepared for histology examination. Maternal and newborn stool (for microbiota) as well as paternal and newborn saliva samples (for DNA extraction) will also be collected. All samples will be stored at –80°C in the biobank in each of the three sites. These samples will be linked to numerous epidemiological and phenotypic data with unique study identification numbers.

**Importance of the study** AMANHI biobank proves that biobanking is feasible to implement in LMICs, but recognises that biobank creation is only the first step in addressing current global challenges.

Sub–Saharan Africa and south Asia are the sub–regions with the highest proportion of the global burden of over 289 000 maternal deaths, 6 million child deaths and 2.6 million stillbirth [1–3]. To improve survival and secure attainment of developmental poten-
tial of both mothers and their babies, holistic approaches that have future applicability are warranted. A better understanding of the biological mechanisms underlying adverse birth outcomes (such as eclampsia, intrauterine growth restriction, preterm births and stillbirths) and their relationships with various phenotypic, epidemiologic and more importantly epigenetic characteristics will provide a gateway to addressing these challenges.

Evidence from high–income settings suggests that biobanks, which are repositories of biological samples with data linked to individual subjects' characteristics, may provide a sustained platform with infrastructure for research and discovery of biological mechanisms underlying those leading causes of deaths [4–6]. These mechanisms may have roots in endogenous and exogenous factors (eg, genetic composition, nutrition, environment, etc.) [7–9]. Biological molecules comprising glycomes, proteomes, lipidomes, and other metabolomes that circulate in the blood, other human tissues and body fluids have been linked with detection of risks of adverse maternal and fetal outcomes. For instance, soluble fms–like tyrosine kinase (sFlt–1 or sVEGFR–1) have been found to blunt the beneficial effects of proangiogenic factors on maternal endothelium with consequences such as proteinuria and hypertension (pre–eclampsia) [10–12]. Other biomarkers such as soluble endoglin (s–Eng), P–selectin, Cell free fetal DNA (cfDNA), placental protein 13 (PP–13) are being evaluated as predictors of pre–eclampsia and intrauterine growth restriction (IUGR) [13–18].

However, these factors may vary between developed and developing country populations. If these hypothesized biomarkers prove to be important predictors for these adverse outcomes in developing country settings too, they could potentially allow early risk assessment of pregnant woman in order to promote timely referral and optimal management. The current distribution of bio–repositories is skewed to high income countries (HICs) and their focus of research on ageing and chronic diseases, arguably, may have very limited immediate value for low– and middle–income countries (LMICs) [19,20]. Translating knowledge acquired from developed country settings to implement interventions in developing country settings without testing could be a risky investment. Biobanks are largely lacking in sub–Saharan Africa and South Asia.

Prior to recent initiatives such as the Human Heredity and Health in Africa (H3Africa) by the National Institute of Health, USA [21,22], only few African countries had biobanks [23,24] and almost none in south Asia. In developing country biobanks, biological samples are collected at clinics for focused research into specific infectious diseases and, coupled with weak health systems and poor access to health care, data are rarely systematically collected to make them useful in describing population dynamics, disease and death. Large–scale, population–level epidemiological research with capability to acquire biological specimen that can be linked to morbidity and present and future mortality are crucial if the advantages provided by newly–available high throughput analytical technologies are to be exploited to maximise the public health and clinical relevance of research activities [20].

There are suggestions that developing countries do not have the capacity (the legislation, human resource and logistics such as reliable power supply) to establish and maintain biobanks [25]. Whilst this may be true for now, context also plays an important role in diseases and deaths and so capacity building in these settings is paramount. Fortunately, with the ever–increasing availability of and great advances in high throughput technologies at progressively decreasing cost [20], such biological specimen assays to identify biological markers that predict or are associated with pregnancy–related outcomes, growth and development will have direct global relevance especially for LMICs.

The Alliance for Maternal and Newborn Health Improvement (AMANHI) [26,27] initiative aims to establish the best–characterized cohort of pregnant women and their babies in sub–Saharan Africa and south Asia. This study will contribute to advancing knowledge on key pregnancy and birth outcomes on a sustained research platform, prove the principle that such initiatives are feasible to implement in LMICs and develop local capacity around biobanking and the use to explore future hypotheses.

METHODS

Study design

This is a population–based, prospective cohort study to collect detailed epidemiological and biological data.
Objectives

1. To uncover biological markers as predictors of important maternal and foetal outcomes. To do this AMANHI biorepository study will:
   i. Conduct case–control studies to identify biomarkers that can predict (pre–) eclampsia, preterm births, IUGR, and stillbirths.
   ii. Replicate the role of genetic variants which have been identified in high–income settings as important determinants of these outcomes through genome–wide association and candidate gene approaches e.g. PSG11, INHBB, ACVR2A, etc. (pre–eclampsia) [11,17,18] and ADCY5, CDKAL1, HHEX–IDE, GCK, etc. (preterm births/low birthweight) [13,28,29].
   iii. Evaluate the validity of the most commonly proposed existing biochemical, nutritional and inflammatory biomarkers (in serum, plasma or urine), which have been identified from hospital–based studies in high income countries (such as PAPP–A, AFP and inhibin–A (INH), homocysteine, sFlt–1, etc.) [14,30]

2. To facilitate future discoveries in maternal, foetal and neonatal health as new and more feasible methods become available, by establishing a bank/repository of biological samples which collects, stores and maintains samples in a harmonized way across sites in developing countries.

Overview of the AMANHI Biobanking Study protocol

An on–going surveillance system with longitudinal follow–up of a dynamic cohort of women of reproductive age has been established in all sites–Bangladesh (Sylhet), Pakistan (Karachi) and Tanzania (Pemba Island)–in South Asia and sub–Saharan Africa. These sites were selected because they represent predominantly rural populations within geographic regions of the world with the highest maternal and foetal mortality burden and centres have proven excellent track–record of accomplishment of international research, good leadership and on–going trials will not interfere with the AMANHI biobanking study protocols. All resident women with early pregnancies (before 20 gestational weeks), who intend to stay in the study areas for the entire duration of follow–up, are consented for collection of epidemiological data as well as biological samples for the study. The overall sampling frame is 3000 trios (1000 per site), and the collection process is expected to be functional from August 2014 to June 2016. Unpublished results from the parent studies show less than 5% attrition rates in the population. Many study procedures are similar across sites but the following are site–specific settings for the study:

In Bangladesh this study is being implemented within the Bangladesh Maternal Infection and Preterm Birth (MIST) study by the Project for Advancing the Health of Newborns and Mothers (PROJAHNMO) and the John Hopkins University. All pregnant women are identified through monthly pregnancy surveillance by community health workers (CHWs) and village health workers (VHWs). All pregnancies are confirmed via a strip–based pregnancy tests (Diaspot, marketed by BRESTA) administered by CHW. CHWs, supported by senior staff and study physicians (where needed) consent and enrol pregnant women for the study. All enrolled mothers are placed under e–surveillance using cell phone. Contact numbers are exchanged between women and respective CHWs for ease of communication. The study area is served by six health facilities operated by the Bangladesh Ministry of Health and Family Welfare (MOHFW). Four of them are first level health facilities staffed by a physician or paramedic; these facilities provide a range of preventive care services including antenatal care and normal delivery care. The remaining two are 31 bed hospitals with doctors, nurses, in–patient care and basic laboratory facilities.

In Pakistan, the Biobanking study will be conducted in two peri–urban communities of Karachi, Ibrahim Hyderi (IH) Goth and Bilal Colony Rehri (RG) Goth within the pregnancy and newborn surveillance as part of the Aetiology of Newborn Infections Study in Asia (ANISA) study. Trained CHWs conduct 3–monthly surveillance to identify pregnancies and conduct confirmatory urine dipstick test. Women with confirmed pregnancies are recruited for an ultrasound scan in a study facility whereupon they are enrolled if found eligible. CHWs will be supported by research assistants and study investigators will follow–up on all enrolled women to recruit them to the study centres for sample collection. Phenotypic and epidemiological data will be collected at the homes of the participants. The study area is served by several health facilities–primary to tertiary–but sample collection will be done at IH health centre and the Aga Khan University Hospital.

In Tanzania, the study is being carried out in two of the four districts or “Shehias” of Pemba, the smaller of the two islands of the Zanzibar archipelago. It is a collaboration between the from Johns Hopkins Uni-
There is an ongoing delivery and neonatal surveillance at facilities and within communities throughout the island as part of the ongoing chlorhexidine (CHx) application to the umbilical cord trial. Consequently, close contacts and communication has been established between the study team, all the Maternal and Child Health (MCH) staff, TBAs and all facilities where deliveries occur on the island. There is a 2–monthly surveillance for identifying pregnancies by CHWs. CHWs provide menstrual calendars to women to record menstrual periods. If the period is missed at two consecutive months, pregnancy tests are performed by local MCH staff or TBA together with a study supervisor. Women are consented for screening ultrasound at study centres and enrolled if found to be eligible. An elaborate system of tracking of pregnant women with the aid of geographical information systems and exchange of mobile contact numbers between participants’ families and study staff. Immediate information about all deliveries is communicated to a central study call centre and the informant is directly linked to the appropriate study team member and designated MCH staff is arranged. This call also helps to get all information regarding stillbirths and location/directions to the household for home deliveries. Mobile clinics are used for following up enrolled women. Two main facilities in the district are being used for biological sample collection.

**Figure 1** shows an algorithm of the strategy for implementing the AMANHI study. The key components of the study protocol are pregnancy and birth surveillance, ultrasound scan to date pregnancy and to enrol women, epidemiological and phenotypic data collection, and biological sample collection, processing and storage.

**Pregnancy and birth surveillance**: Site specific protocols are as described above. Essentially, in all the three AMANHI sites, all households have been provided unique identification (ID) numbers and have had their geographical coordinates collected and linked to a database. Trained fieldworkers (FWs), predominantly women, perform home visits every 2–3 months to all women of reproductive age in the study area to enquire about pregnancy. If a woman reports or suspects a pregnancy, FWs ascertain the gestational age us-

---

**Figure 1.** Overview of the study protocol for surveillance and bio–specimen collection within the AMANHI bio–repository study.
ing the date of her last menstrual bleeding and conduct a urine pregnancy test to confirm. Pregnant women who provide consent undergo a screening ultrasound to date the pregnancy more precisely.

Consenting: Fieldworkers consent pregnant women, in their local or preferred languages, to undergo a screening ultrasound scan to date pregnancies accurately. They enroll women if the ultrasound–estimated gestational age of the pregnancy is within the eligibility cut–offs of 8 to 19 weeks. Women are consented for the screening scan, follow–up and biosample collection. However, at each sample collection contact, women are required to provide consent for their babies and their own sample taking. Women’s husbands (fathers of the babies) also consent for their saliva sample collection.

Early pregnancy dating ultrasound (gold standard for gestational age) and enrolment: This is the entry point into the study. Recruited women undergo this dating scan at designated AMANHI facilities to determine foetal viability and measure foetal biometric parameters for gestational age determination. Women whose pregnancies are found to be between 8 and 19 weeks of gestation are considered eligible for enrolment. Harmonized protocols have been developed by a consultant in obstetrics and gynaecology and all study sonographers (medically–trained professionals with additional specialist training in ultrasonography) were trained in strategies to improve image quality and to obtain accurate measurements of the biometric parameters. Crown–rump length (CRL) is the biometric measure of choice for foetuses less than 14 weeks whereas bi–parietal diameter (BPD) and femur length (FL) are taken for foetuses at 14 weeks of gestation or more. Quality assurance measures include expert review of images internally (within site) for a random 10% of study subjects and externally (centrally by the consultant in obstetrics and gynaecology) for a random 5% of subjects. Each image is scored based on a quality checklist and sonographers are provided routine feedback for quality improvement.

Late Pregnancy Ultrasound: On a subset of mothers, we are also conducting late pregnancy biometry and testing the accuracy of trans cerebellar diameter measurements in late pregnancy for gestational age assessment, as compared with early ultrasound based assessment. In the late pregnancy scans, the biometric measurements include bi–parietal diameter (BPD), head circumference (HC), femoral length (FL), abdominal circumference (AC) and transcerebellar diameter (TCD). For this sub–study, all images are being reviewed with stringent quality control and scoring, and routine feedback provided to sonographers.

Phenotypic and other epidemiological data collection
Trained study fieldworkers (FWs) conduct four home visits to the enrolled women; at baseline (immediately after enrolment), and at 24–28 weeks, 32–36 weeks and after 37 completed weeks of pregnancy to collect routine study data as detailed in Table 1. After delivery, three additional visits are made, within 72 hours, on the fourth to the seventh day after birth and after 42 days [26]. Women or newborns with

<table>
<thead>
<tr>
<th>Modality</th>
<th>Details being collected in AMANHI biorepository study</th>
<th>Time of collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background characteristics</td>
<td>Demographic, socio–economic, other characteristics of the woman and her household and an asset inventory to be used in constructing an asset index for classifying women into wealth quintiles</td>
<td>Baseline visit</td>
</tr>
<tr>
<td>Medical history</td>
<td>Previous obstetric and gynaecologic history, history of birth defects and congenital anomalies among previous babies, stillbirths and IUGRs; previous medical and surgical history including medicinal prescription drugs taken or being taken for chronic diseases and periodontal diseases</td>
<td>Baseline and antenatal (AN) visits</td>
</tr>
<tr>
<td>Risk factors and exposures</td>
<td>Cigarette smoking, alcohol ingestion, smoke from biomass cooking fuels, occupational chemical exposures, strenuous physical work and the use of narcotics and other drugs</td>
<td>Baseline visit</td>
</tr>
<tr>
<td>Depression screening</td>
<td>Depression screening using the 9–question patient health questionnaire (PHQ–9)</td>
<td>AN and postnatal (PN) visits</td>
</tr>
<tr>
<td>Anthropometry</td>
<td>Maternal weight and height, maternal mid–upper arm circumference and abdominal girth</td>
<td>Baseline, AN and PN visits</td>
</tr>
<tr>
<td>Reported morbidity</td>
<td>Questions about any illness or complications during pregnancy, childbirth and the postpartum period. Care–seeking, hospitalizations and treatment received for any morbidity</td>
<td>AN and PN visits</td>
</tr>
<tr>
<td>Assessment for pre–eclampsia</td>
<td>Measurement of blood pressure using a digital (Microlife®) sphygmomanometer (calibrated for hyperdynamic circulation in pregnancy) and testing urine for proteins (Uristix®)</td>
<td>All visits except delivery visits</td>
</tr>
<tr>
<td>Nutritional assessment</td>
<td>Food frequency questionnaire</td>
<td>One AN visit and Post day 42 PN visit</td>
</tr>
</tbody>
</table>
a morbidity or an abnormal urine test and BP results are referred for appropriate care within health facilities. Core variable tables containing the minimum data that should be collected across all sites have been developed. They ensure uniform data are collected across all sites and specify the type of question, the response options and how the data are presented in the databases (text, numeric or string). These core variables tables were translated into questionnaires for phenotypic and epidemiological data collection across sites.

There is a passive surveillance system in health care facilities where trained hospital FWs collect clinical data on any facility attendance by women enrolled in AMANHI. These data cover the reason for attending the facility, the details of the treatment given and the outcomes.

Harmonized protocols have been used across sites for training study supervisors (who are experienced fieldworkers who have had experience working in health facilities and provided additional training for newborn handling and assessment) to conduct neuromuscular, physical and feeding maturity assessment within 72 hours of the birth on all babies born to women enrolled in the AMANHI study. They also take neonatal anthropometric measurements (head, chest and mid–upper arm circumference, foot length and breast bud diameter) on the baby during these visits. Trained study clinicians validate 5%–15% assessments through repeat assessments also within the 72–hour window period after birth.

After 42 days of the birth, fieldworkers visit families to collect epidemiological and phenotypic data and whereupon women exit the study.

In case of a maternal, foetal (stillbirth) or neonatal death, uniform protocols and training have been provided to supervisors in all sites to conduct home visits to conduct verbal autopsy interviews with reliable informants to elicit the circumstances leading to the death and any relevant information that may help identify the medical cause of death. Harmonized methods (based on principles of the International Classification of Diseases) are being used to assign the causes of deaths and complete death certificates for each death on a specially designed software platform [27].

Biospecimen collection and processing

A sampling scheme with a sequence of time points to obtain maternal blood and urine, maternal stool, umbilical cord blood and tissue, placenta tissue and membranes, newborn stool and saliva samples (where cord blood is not available), and paternal saliva samples are used. Samples are collected at enrolment, at either 24–28 weeks or 32–36 weeks antenatal visit, at delivery and after 42 days of the delivery. Participants are randomised for antenatal maternal blood and urine collection at either 24–28 weeks or 32–36 weeks gestation in a ratio 2:1. Table 2 shows the samples collected, the timing of collection and the main extraction from these samples in AMANHI.

Standardized protocols are being implemented across all sites. Blood samples of the mother and from the umbilical cord are collected into pre–labelled tubes, centrifuged and serum, plasma and buffy coat aliquots obtained. Aliquots of whole blood samples are also used to perform HbA1C assay and spots were also placed in Whatman cards and dried. Maternal urine samples are similarly centrifuged and RNALater is mixed with sediments and aliquots taken for storage.

| Table 2. Timing of collection, processing and/or main extraction for AMANHI biological samples |
|----------------------------------|----------------------------------|----------------------------------|
| Sample type                      | Timing of collection             | Processing & planned use of the sample |
| Maternal blood                   | Enrolment, 24–28 weeks or 32–36 weeks, postnatal day 42–60 | For DNA extraction, HbA1C analysis, and serum/plasma extraction, aliquoting and storage |
| Maternal urine                   | Enrolment, 24–28 weeks or 32–36 weeks, postnatal day 42–60 | Uncentrifuged and centrifuged sample, biochemical and pathological analysis |
| Cord blood sample                | At birth                         | DNA extraction, HbA1C analysis, and serum/plasma extraction, aliquoting and storage |
| Cord tissue samples              | At birth                         | R.N.A.Later, alcohol, flash frozen and formalin sample |
| Placenta tissue samples          | At birth                         | R.N.A.Later, alcohol, flash frozen and formalin sample |
| Placenta membrane samples        | At birth                         | R.N.A.Later, alcohol, flash frozen and formalin sample |
| Maternal faeces                  | At birth                         | Maternal faecal microbiome |
| Paternal saliva                  | Antenatal or postnatal           | Paternal DNA |
| Fetal faeces                     | Postnatal day 42–60              | Newborn faecal microbiome |
Bio–banking study et al. protocol for a prospective cohort (AMANHI bio–banking) study

Placenta samples are harvested and processed within 30 minutes of delivery and photographs of the surfaces taken. Full thickness tissues samples are harvested in four areas, three of which have a thin layer of maternal tissues sliced off the surface. Samples of the membranes and umbilical cord are also taken. Placental tissue samples are stored in RNAlater, alcohol, or are flash frozen. A sample is also stored in formalin solution for histology. The placenta is then weighed and a third photograph is taken before safe discarding.

Maternal and newborn stool samples are being also collected to assess microbiota around the time of delivery and when newborn feeding is established, respectively. A single sample of paternal taken either during one of the antenatal or postnatal visits) and two of newborn saliva (are taken at 42–60 days postpartum from babies whose cord blood could not be obtained at the time of birth) are collected using an Oragene DNA collection kit for DNA extraction. All biological samples are stored at –80°C.

Outcomes. The main adverse pregnancy outcomes being evaluated in the AMANHI bio–repository study are (pre–) eclampsia, intrauterine growth restriction, preterm birth and stillbirths.

Sample size considerations. In this study, 3000 pregnant women will be recruited from the three participating sites (1000 per site) over a period of one year. Sample size and power considerations were based on the 3% prevalence of pre–eclampsia (the rarest outcome) in the population. The 3000 women from the three sites is only sufficient to detect a 1% (absolute) change in the prevalence of pre–eclampsia with 90% power and at 5% significance level if analyses adopt a case–control design with a 1:3 ratio of cases to controls.

Confidentiality. All participants are provided with unique study IDs with which they and their families are identified in the study. All data collected from participants are being kept confidential; hard copies of study–related forms are stored in locked cabinets and soft copies are securely stored on dedicated, password–protected servers. These are only accessible to the principal investigators and approved co–investigators. After completion of the study, any sample to be used for analyses will be de–linked from participant's identity and only alphanumeric identification numbers will be used.

Safety issues in sample collection and processing. All the personnel involved in sample collection and processing are well trained by the sites. AMANHI–specific standard operating procedures (SOP) have been developed and all phlebotomists and laboratory scientist involved have been trained in study participant care, sample collection, sample processing, bio–safety in sample handling and safe disposal of instruments and materials (Online Supplementary Document).

Bio–specimen storage and security

Administration. The principal investigators of the three sites are responsible for the implementation and management of the study. These principal investigators will be responsible for maintenance of optimal quality of the biological samples and will lead all analyses to be conducted as part of the study. They have, in consultation with governmental agencies and ministries of health, academia and key stakeholders, constituted a governance council to take over the management of the biobanks after the main AMANHI analyses are completed. These governing councils will meet at agreed times and at various frequencies to receive, review and approve protocols for studies that require the use of the AMANHI biological samples in the biobank.

Temperature maintenance. Maintenance of optimal storage temperature of all biological samples is a key issue in the biobanks and is a core component of the common protocols being used across sites. There are minor site–specific adaptations; for instance, in Karachi and Pemba, to minimise the travel distance between the families and the biobank, field laboratories have been set up and samples are transited through shuttle freezers (also maintained at between −76°C to −86°C) to the Biobank. Temperature logs are maintained for shuttle freezers during transport and main freezers at the biobank.

Power supply and alert systems. Availability of reliable power supply is cited as one of the reasons why biobanking may not be feasible in LMICs and so premium was placed on this [25]. All sites have therefore procured additional power back–up generators as well as high capacity uninterruptible power supply (UPS) systems to protect sensitive equipment from power trips, surges and fluctuations. For instance, the Pemba site has installed a 18KV solar power system with 2 days autonomy as one of the power back–up system other than national grid and generators. The biobanks have also been fitted with security alarm systems that immediately report through text messages and emails (to the principal investigators and appropriate technical persons for immediate redress) any temperature fluctuations and power trips irrespec-
tive of whether the back–up systems are activated. All these have been piloted and are being closely monitored.

**AMANHI Biobanking software.** A special Windows–based software has been developed for the capture of the AMANHI biospecimen collection. This software which was developed by the Pemba team is aimed first at reducing transcription errors in the data capture and to align the sample collection process with the common protocol. It has in–built range and consistency checks and will only accept data appropriate for the field in which it is being entered. All samples and study materials are provided labels with encrypted 2D digital signature codes that are read by a 2D scanner into the software. The software has undergone several rounds of testing before deployment to all the sites for use. Training has been provided to all the sites on the installation and the use of the software for data capture and real–time troubleshooting is being done for all sites because individual sites do not have the facility to edit the database. In case of any errors they have to inform the WHO coordinator for the study (Leader, MCA/MRD, Newborn Health Research) who has the password. A specified software expert does the required changes if it is essential and then the database is again locked.

**Coordination, monitoring and quality assurance.** The Maternal, Newborn, Child and Adolescent Health department (MCA) of the World Health Organization (WHO) is centrally coordinating the study. This involves technical input into the implementation as well as raising contracts with the constituent sites for the implementation. The WHO team has also procured the services of various experts from the United States of America, the University of Edinburgh in Scotland and Croatian National Biobank [31] to make specific input into various aspects of the study and to maintain the quality of implementation. Weekly (initially, but now fortnightly) teleconferences are held between team members from all the sites, the WHO team and the experts to discuss implementation challenges and to make decisions on the progress and strategies for the implementation. In preparation for these, sites present a progress report to the WHO which is discussed during the teleconferences. The experts are also commissioned at quarterly intervals to make visits to the sites to monitor the progress and quality of the implementation. After each visit, a detailed feedback is provided to the site and a report is also submitted to the MCA. In between site visits, the experts conduct videoconferences with the sites to monitor implementation. Other monitoring processes have been described in the other AMANHI publications [26,27].

**Ethical considerations.** The biomarker study has received ethical approval from the local and institutional ethics committees of all the three sites: ICDDR,B and John Hopkins University for Bangladesh, Aga Khan University for Pakistan and ZAMREC and John Hopkins University for Tanzania. The protocols were also approved by the WHO Ethics Review Committee and continuing approvals are obtained each new year. There will be no direct benefits of the study to the participants. They will be compensated for the time contribution to the sample collection at the health facilities.

**Plan for analyses.** Analyses of the epidemiological data will be carried out to characterize the women in the study and to link the various reported and measured exposures to the main outcomes. These will include principal components analyses (PCA) at each site to generate asset indices from the inventory of assets collected. These indices will be ranked and divided into quintiles and individual women will be assigned the wealth quintiles for their household. Associations will be explored using simple cross tabulations and tested with either a $\chi^2$ assigned the wealth quintiles for their household. Associations will be explored using simple cross tabulations and fitted in the risk factors analyses and likelihood ratio tests used to assess statistical significance. Multivariable regression models will be fitted in the risk factors analyses and likelihood ratio tests used to assess statistical significance.

**STEP 1: Testing existing hypotheses.** Simple, highly focused analyses to identify current hypothesized biomarkers associated with the risk of the main outcomes will be conducted using small aliquots of the biological samples. The analyses will seek to:

1. replicate the role of previously identified genetic variants which have been identified as important determinants of these outcomes in high income countries (HICs) through genome–wide association and candidate gene approaches and explore a panel of candidate genetic variants;
2. evaluate the validity of the most commonly proposed existing biochemical markers (in serum, plasma or urine) of these outcomes.

**STEP 2: Exploratory “hypothesis free” research using the biobanks.** Using high throughput “hypothesis free” approaches will be done to advance the science of biomarker–disease pathway discovery. This will include analyses of data from whole–genome arrays, high throughput data on many “–omics” traits, relevant maternal and newborn health outcomes and disease phenotypes. These will be “data driven”
analyses in which novel high throughput technologies will be employed to yield high dimensional genomic, proteomic, lipidomic, glycomic and epigenetic data on large sample sizes to discover and identify entirely new associations and biomarkers. These analyses will require substantial financial investment and will be conducted through collaborations with other experts within countries and around the globe.

Plan for dissemination of findings. The results of the AMANHI biomarker study will be disseminated among the public health and maternal and newborn health community of researchers, policy–makers and programme managers. Channels for dissemination will include peer–reviewed journals, print and electronic media and through oral and poster presentations at appropriate fora. In each participating country, there will be extensive briefing on their country–specific and overall study results with interpretation of the potential implications for health programmes to the country.

DISCUSSION

We present here the protocols used for the harmonised implementation of, to the best of our knowledge, the first population–based harmonized multi–country bio–repository study to be set up in developing country settings. With data on phenotypic and epidemiological characteristics and most importantly epigenetic and biochemical information, this study may have the best characterized cohort of pregnant women and their newborns in the entire developing world; certainly so in south Asia and sub–Saharan Africa. Successful implementation of the study affords the opportunity to explore hypothesized risk factors for adverse pregnancy outcomes and also allow further explorations into biomarker–disease pathway along several dimensions in LMICs.

Hitherto, biobanking has largely been the preserve of developed country settings [19,20]. There is however a systematic challenge in translating research results from such settings to developing country settings. Also whilst non–communicable diseases tend to be the main agenda for biobanks in HICs and hence a lot of emphasis is on adult health outcomes, infectious diseases as well as preventable maternal, newborn and child deaths will require much greater focus in developing country settings [20]. There are also systematic differences in exposures to various risk factors due to differences in culture, workplace environment, lifestyle and access to health care. In contrast to HICs, vital registration systems are non–existent in LMICs, health systems are weak and majority of the population do not have access to health services and hence a facility–based bio–repository will have significant biases and may not be representative. It is believed that when biobanks are sited in LMICs, they will likely address specific needs and equity considerations [20,32,33].

A review by McKinnon et al [7] on birth cohort studies in South East Asia and Eastern Mediterranean found only few studies that saved biological samples. Most of these studies had small sample sizes and were of relatively low quality. Only one of the studies had DNA samples stored for later analyses and none took genetic material from family members. Other logistical challenges such as availability of reliable power supply, the ability to assemble sufficient human resource with the capability of setting up such biobanks in LMICs are often thought of as reasons why such biobanks will not be feasible in LMICs [25] which carry over 95% of the world’s burden of morbidity and mortality around childbirth [34].

The AMANHI study proves the principle that such biobanks are feasible to set up in developing country settings. The AMANHI sites are collecting population level data that is very representative of rural populations is the study settings. The inclusion of genetic material and data from family members that can be used directly or “as proxies of exposure” for the identification of “parent–to–origin effects and de novo mutations” is quite novel in these developing country settings. It will therefore contribute to knowledge in the testing of existing hypothesis around risk factors for adverse pregnancy and birth outcomes in these LMICs of sub–Saharan Africa and south Asia who carry the highest burden of these. It will establish a platform for further exploration of new hypotheses and technologies and build local capacity in these low–resource settings for high quality research and ultra–high throughput analyses. Its analytical approach including “hypothesis–free” analyses has been described as one that is potentially free of human biases and may create opportunities for breakthrough discoveries in the biomarker–disease pathways [19]. Its implementation provides a model for adaptation in conducting high impact research in similar settings.

The key desirable attributes of such studies are clear aims and objectives, cultural and social acceptability to both participants and staff involved and low attrition rates. AMANHI has all these attributes. The harmonized implementation including the use of uniform protocols, centralised procurement of equipment, materials and reagents and the strict and rigorous quality control measures will allow for compa-
rability of data across all sites which will allow for pooling and consequent use in the analyses of rare outcomes. A significant limitation of the AMANHI bio-repository study is its inability to inform on biological mechanisms underlying childhood linear growth and neurodevelopment. With the best characterized population based cohort in these LMICs, following up children into the 2nd and 3rd years after birth would have provided opportunities to examine epigenetic factors in pregnancy or early childhood that predict stunting and impaired neurodevelopment, the origins and risk factors of susceptibility to infectious agents and non–communicable diseases.

Establishing these biobanks is only the first step and will be of little value of it is not utilized to address current global challenges. Strategic investment to maximise the utility and gains from this infrastructure is an ethical call. This investment will allow for the use of existing and newly developed ultra–high throughput technologies and develop local capacity to participate and use such technologies to address global health challenges.
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